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Introduction to The Routledge
Handbook of Language Contact

Evangelia Adamou and Yaron Matras

Rationale

With The Routledge Handbook of Language Contact, our goal is to provide an overview of
the state of the art of current research into contact linguistics. We aim in the first instance to
present contact linguistics as an established field of investigation in its own right, rather than
(just) the application of general linguistic methods to data sets that represent contact. This, to
our knowledge, is a first, and constitutes one of the volume’s key features.

Our distinctive approach is manifested firstly in the way we bring together historical-
typological approaches to contact linguistics with approaches that are often considered to be
sociolinguistic or discourse based. This is exceptional in this field of study, where there is a
tendency to find methodological, theoretical, and therefore also empirical separation between
the study of bilingualism/multilingualism, and the study of historical contact-induced struc-
tural change and the cumulative effect of contact. This reflects our personal interest as editors
in such a combined approach, as applied in our own research (Matras, 2009 outlining a theory
of contact; Adamou, 2016 on a corpus-based approach to language contact). The Handbook
thus brings together themes that are of interest to language typology and historical linguistics
as well as to sociolinguistics and conversation and discourse analysis.

The volume also offers a novel form of organization, with separate areas of focus devoted
to methods and theory (Part 1), the processes that shape contact and its different dimensions
(Part 2), the outcomes of contact (Part 3), and the study of linguistic areas (Part 4). This fol-
lows directly from the overall rationale of the book, which is to flag contact linguistics as a
field that has, since its inception, developed methods and theoretical models of its own. This
contrasts with previous approaches that tended to justify the relevance of contact in relation
to other (external) fields of investigation in linguistics (concentrating for instance on con-
tact and historical linguistics, contact and grammatical theory, and so on). Through integrated
parts on processes and outcomes, we highlight how similar circumstances give rise both to
language mixing at the individual level and to the reshaping of language through contact, and
how in turn the various outcomes of contact derive from a shared set of factors; this contrib-
utes further to presenting the wide array of contact phenomena as an integrated package, and
from an epistemological point of view it represents the need to take a variety of factors into
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consideration when assessing all different outcomes of contact. The final part on linguistic
areas flags the fact that manifestations of contact are ubiquitous and that they are as relevant in
defining relations among languages as phylogenetic and typological frameworks.

The volume is guided by the principle of combining theory with empirical approaches.
Rather than list case studies and run the risk of a somewhat random selection, we have invited
contributors to base their discussion on empirical evidence, and to make reference to published
empirical case studies that further support the arguments made in the chapters.

Our list of contributors includes some of the most influential figures who have shaped the
field of contact linguistics over the past decades. We invited them to outline their own models
and position them in the context of other approaches, and to reflect on challenges to some of
the principles and notions that have guided their own work which may have arisen as a result
of recent developments in the field. We have also included researchers and teams of research-
ers who have in recent years contributed to redefining the methodological and theoretical
boundaries of the field of contact linguistics and whose work promises to make an even more
substantial contribution in the future. In this respect, the volume can be seen as a comprehen-
sive representation of the field’s established past, present, and future.

How to read the Handbook

The book is divided into four parts, which deal with Methods and Theoretical Approaches,
Processes and Dimensions (referring to the processes that condition and shape language con-
tact), Outcomes (outlining the impact of language contact on individuals, language change,
language repertoires, and language formation), and Linguistic Areas (outlining the geographi-
cal spread of structural features through language contact).

In line with our ambition to present the field’s ‘past, present, and future,’ the selection of
contributions to the various parts reflects on the one hand essential areas that users would
expect to be covered, and on the other hand newly emerging sub-fields of investigation. The
former include major theoretical approaches in the field such as the variationist approach, the
4-M model, the constraint-based and constraint-free approaches, as well as the usage-based
approach. Essential topics include the discussion of social, pragmatic, cognitive, and typo-
logical factors, and of the specificities of bilingual acquisition, as well as outcomes of lan-
guage contact such as borrowing, code-switching, convergence, pidgins, creoles, and mixed
languages. Newly emerging sub-fields of investigation include work with corpora and natu-
ral language processing methods, experimental approaches in the lab and in the field, urban
multilingualism, multi-ethnolects, and first-language attrition. In its final part, the Handbook
introduces ‘classic’ linguistic areas, such as the Balkans, as well as some lesser-known cases
of areal convergence, such as Eastern Polynesia and Linguistic Melanesia.

Under the four parts, we present 26 chapters. In order to help the reader navigate the Hand-
book and ensure that the discussion is as exhaustive as possible, each chapter includes some
of the following sections:

1 Introduction/definitions
This section conveys a descriptive introduction of the topic with definitions that are
deemed essential for an understanding of the main topic of the chapter.

2 Historical overview
This section offers a historical overview of the topic under discussion. The goal is not just
to offer a view of the history of research on the topic, but to offer readers an understanding
of the field’s progress and analytical issues involved in its study.
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3 Critical issues and topics
This section provides an overview of critical issues as they arise in the research literature.
It includes topics that may have been the locus of controversies by offering, as much as
possible, arguments on all sides.

4  Current contributions and research
This section offers the opportunity to read an overview of recent studies, their focus, and
their results. It is accompanied by a critical discussion that allows to demonstrate how
research has been evolving in recent years, as well as the main questions and conclusions
that have been put forward by various authors.

5 Main research methods
Where appropriate, research methods are discussed, including a consideration of their
merits and pitfalls.

6  Future directions
In this section, authors address new fields of investigation that have been receiving grow-
ing interest, and introduce what, in their opinion, remains to be done in the future.

7  Further reading
This section provides a list of key further readings, consisting of bibliographic entries
with a short description of their contents.

8 Related topics
This section offers some keywords for topics connected to the main topic of the chap-
ter. These keywords refer specifically to the other chapters in the Handbook that readers
might find useful.

9  References
A full list of all the bibliographical references cited in the text.

In conclusion, we hope that The Routledge Handbook of Language Contact succeeds in reflect-
ing the state of the art and that it offers comprehensive coverage of key issues in the study of
language contact.

Finally, we wish to thank the contributors to this Handbook, Routledge publishers for offer-
ing us the opportunity to position the book in their Handbook series, and lastly Beth Lamarra
for support with the production process.

Paris and Manchester, December 2019
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Processing multilingual data

Barbara E. Bullock, Almeida Jacqueline Toribio,
Jacqueline Serigos, and Gualberto Guzman

1. Introduction and definitions

Patterns and typologies of language mixing are a central theme in contact linguistics (cf.,
Thomason and Kaufman, 1988; Myers-Scotton, 1993; Muysken, 2000; Winford, 2003). Schol-
ars use various techniques to study the influence of the linguistic, social, and individual factors
on language mixing in natural interactions and in a range of other linguistic genres, including
medieval Macaronic sermons and poetry (e.g., Schulz and Keller, 2016; Demo, 2018) and
multilingual hashtags on the Internet (e.g., Jurgens, Dimitrov and Ruths, 2014). In linguistic
analyses of the morphosyntactic implications of multilingual practices, patterns of language
mixing have been described for a specific language or across languages using selected exam-
ples with accompanying qualitative descriptions. However, in an age of ‘big data,” new tech-
niques for analyzing larger, and more diverse, language samples are called for. Irrespective
of the size of the corpus analyzed, especially valuable for testing general proposals regarding
language mixing would be the ability to characterize and compare mixed corpora in a system-
atic way, thereby affording information into the range of diversity of code-switching across
languages (see Adamou, 2016).

Methods for the quantification of language mixing are essential, as noted by several linguis-
tic scholars of language contact (cf., Barnett et al., 2000; Bullock, Guzman and Toribio, 2019;
Donnelly and Deuchar, 2011; Adamou, 2016; Guzman et al., 2016, 2017; Myslin and Levy,
2015). Quantitative comparisons using standardized metrics are applicable to any type of data
and the predictive information that they yield may facilitate the development of language tech-
nologies (dictionaries, taggers, parsers) that can accommodate multilingual speech. The devel-
opment of tools for the automatic processing of mixed speech data will broaden digital access
and representation for multilinguals, including speakers of endangered languages (Trosterud,
2006; Partanen et al., 2018). Towards achieving these aims, the present chapter outlines a
computational approach to multilingual data that permits the quantification and modelling of
language mixing in a unified way. Importantly, the tools and techniques discussed here are
language-independent, i.e., they can be applied to data from any language combination irre-
spective of the typologies they are drawn from.
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Why do we seek to quantify code-switching? Ideally, linguists want to be able to gauge the
frequency and degree to which languages in contact interact at the level of their constituent
grammars. For this purpose, it is necessary to record the language of each token in a sequence
so that the ratio of languages and the probability and regularity of switching between them
can be determined. Although there are points of ambiguity in discerning which language a
token may belong to — for example, cognates, borrowings, proper names, numbers, and mixed
lexemes (in which stems and affixes are drawn from different languages) — in most cases,
humans who are trained to manually annotate texts are able to confidently label a token with
its etymological source even in contexts of unmarked mixing such as contemporary Hindi—
English (Diab and Kamboj, 2011). A prerequisite for processing multilingual data for lin-
guistic research is the means to automatically identify the language of a token in an accurate,
consistent, and cost-effective fashion. Automatic language annotation of tokens is a first step
to a series of other language processing tasks, like part-of-speech (POS) annotation and syn-
tactic parsing that are necessary for the exploration of the interaction of two or more grammars
in multilingual speech. Language annotation is also essential for modelling the complexity
and the time-course or intermittency of language mixing. Making progress in building tools
and techniques to process multilingual data will translate directly into improved insights into
language contact phenomena. In turn, linguistic insights into the statistical regularities of code
mixing will improve these same tools and techniques, in particular, methods that are built
on machine learning models that are trained to accurately annotate a text with little human
intervention.

The tools and techniques to automatically process multilingual data are being continually
refined, and even so, it is unlikely that mixed language data will ever be annotated with the
speed or accuracy of non-mixed language data from major languages like English, Russian, or
Chinese. An obstacle to the pursuit of adequate tools for the processing of multilingual data is
the scarcity of texts from contact languages. Vast repositories of text data are required to train
the statistical models that underlie the computational tools for automatic linguistic processing
(e.g., tokenizers, dictionaries, POS taggers, parsers). Even if the languages in contact under
study are widely spoken ones for which large data resources are available, such as Hindi and
English, their mixed language versions are considered low-resource varieties (Sitaram and
Black, 2016), because they have ‘fewer technologies and especially data sets’ (Cieri et al.,
2016, p. 3). While small data sets may not be sufficient to accurately train statistical models,
they do offer important information for linguists. They reveal patterns that can be quantified
and compared to other data sets, yielding new insights regarding the potential limits to lan-
guage mixing.

Scholars pursue questions of multilingualism and language contact from different frames
of reference. As a consequence, the data that they gather and analyze are diverse and, in
some subfields, comprise non-linguistic observations such as survey responses or measures
of reaction times and brain responses (e.g., eye movements and event-related potentials).
The disciplinary perspective that guides this chapter is Natural Language Processing (NLP).
NLP models can be informed by the non-linguistic results of experiments and surveys con-
ducted with human participants, but they are primarily trained on raw data in the form of
naturally produced texts. The specifics of processing raw multilingual data and the benefits
that this would yield for advancing novel findings in language contact is the focus of this
contribution.

The chapter is organized as follows. Section 2 presents the problems posed by a traditional
qualitative approach to contact data. The critical issues of linguistic data processing — data
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resources, annotations schemes, and automated techniques — applied to multilingual data are
reviewed in Section 3. Section 4 lays out a language-independent method for investigating
language mixing across corpora and demonstrates how it generates new findings and opens
potential avenues of enquiry. The chapter concludes in Section 5 with a discussion of a future
line of research that couples language contact with computational and data sciences.

2. Historical overview

Much of the research in contact linguistics to date consists of qualitative analyses of data that
is not publicly available. Traditionally, a few examples from a text or corpus are selected to
illustrate particular patterns of language mixing that are presumed to be representative of over-
arching trends. Yet, information regarding the numeric frequency of such patterns within the
data sets analyzed is rarely provided. Without this information, it is not possible to ascertain
the degree to which observations of language mixing throughout or across data sets are alike
or different or whether the observations are sporadic or regular. The result is that theoretical
proposals in the field can be only weakly supported. For instance, Muysken’s (2000) typology
of mixing is intended to make generalizations about structural patterns and the socio-historical
contexts that give rise to them. He posits two main categories: insertion, where a guest lan-
guage sequence is embedded into the grammar of a matrix language, and alternation, where
the grammars of each language frame the structure of the utterance. While providing a useful
shorthand for language mixing phenomena, the classification of mixing types often rests on
subjective evaluations of data rather than on theoretically neutral classifications. In practice,
it is not always clear whether a given utterance illustrates insertion, alternation, or something
else (e.g., congruent lexicalization, lexical borrowing, tagging, or flagging). Similarly, it is
often difficult to definitively determine which of the languages in interaction serves as the
matrix language (Myers-Scotton, 1993; Winford, 2003; Auer and Muhamedova, 2005; Liu,
2008; Bhat, Choudhury and Bali, 2016). Using only qualitative classification schemes, typo-
logical comparison remains elusive. And since the totality of utterances in a data set are rarely
studied, the predominance of any one pattern and the regularity with which diverse mixing
patterns occur within a data set remain unknown.

The culture of producing qualitative research in language contact extends to the levels of
morphosyntactic and sub-lexical analysis, with scholars largely regarding structural models
of language mixing as absolute rather than as probabilistic. The Equivalence Constraint (Pop-
lack, 1980), the Matrix Language Frame Hypothesis (Myers-Scotton, 1993), the Functional
Head Constraint (Belazi, Rubin and Toribio, 1994), and other models of grammatical interac-
tion have been variously bolstered and refuted on the basis of a few hand-selected examples.
The result is that the issue of their efficacy as pertinent probabilistic generalizations about lan-
guage mixing remains undecided even decades later (but see recent corpus-based, quantitative
studies by Herring et al., 2010; Bhat, Choudhury and Bali, 2016; Parafita Couto and Gullberg,
2017; Bullock et al., 2018).

3. Critical issues and topics

Sources of data

One impediment to the pursuit of a quantitative approach to language contact is the absence
of linguistically annotated data. Big data sets permit the development of training data, which
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are required for developing accurate statistical language models that assign probabilities to
linguistic sequences and permit the extrapolation of specific linguistic features particular to
groups of speakers. In order to scale up to rigorously explore the linguistic and social factors
that contribute to patterns of language mixing at the macro (group) and micro (individual)
levels, we need data resources across a range of languages, in formats that make them amena-
ble to quantitative analyses, and potentially of a size that will allow for the establishment of
effective training data.

Large corpora are constructed to be representative of a language or language variety in ini-
tiatives that are often funded by government agencies with an interest in projecting a standard-
ized variety. Elements of non-normative variation, like sequences of text in a foreign language
that would be useful for language contact analyses, are commonly excluded in these corpora.
While there have been numerous efforts to collect samples of mixed language speech corpora
among linguists, these efforts are typically restricted to small numbers of participants because
of the cost and time required for manual transcription and annotation. For example, the Bil-
ingBank, which forms part of the TalkBank repository (MacWhinney, 2007), currently houses
around a dozen bilingual corpora, most comprised of interviews ranging from just 10 to 100
interviewees, the exception being the Kege Corpus, which boasts 291 interviews. Archives of
endangered languages, like the Pangloss Collection (Michailovsky et al., 2014), can be rich
in language mixing as are those for heritage languages, such as the Heritage Language Vari-
ation and Change in Toronto project (Nagy, 2011) or the Corpus of American Nordic Speech
(Johannessen, 2015), and learner corpora, such as the International Corpus of Learner English
(Granger et al., 2009). However crucial these resources are, they are still small in size relative
to the resources available for monolingual varieties. For example, the South East Asian — Man-
darin English corpus (Lyu et al., 2010, 2015) is likely to be the one of larger code-switching
corpora available. Currently at 192 hours of recorded conversation between 156 speakers,
according to its catalogue description in the Linguistic Data Consortium (LDC), it is still under
2 million words. In contrast, the British National Corpus (BNC), which is a monolingual cor-
pus of English, exceeds 100 million words.

Outside of the linguistic research community, there has been little imperative to mine
mixed language data. To date, the technical and scientific resources of commercial technology
companies have been dedicated to developing tools for the languages that have the largest
web presence, i.e., English, Chinese, Spanish, and Arabic (Streiter, Scannell and Steuflesser,
2006), though some speech scientists have begun to turn attention to developing technologies
for multilingual language use as evidenced in the theme of the Interspeech 2018 Conference
held in Hyderabad, India, Speech Research for Emerging Markets in Multilingual Societies.
Still, it falls largely to linguists and NLP scholars to pursue alternative, but potentially larger,
sources of naturally produced linguistic data for the documentation of low-resource varieties.
The challenges and benefits of doing so are reviewed briefly here (and see Cetinoglu, Schulz
and Vu, 2016 for a discussion specific to NLP).

One common source of data for the exploration of variation in natural language within
the NLP literature is the Internet, including sites for the harvesting of subtitles and song lyr-
ics, discussion forums like Reddit, video-sharing sites like YouTube, and postings on social
media such as Facebook (Bali et al., 2014) and, especially, Twitter (Lignos and Marcus, 2013;
Jamatia, Gambick and Das, 2015; Solorio et al., 2014; Vilares, Alonso and Goémez-Rodriguez,
2016). On the one hand, these sources of data can provide large quantities of text in vari-
ous language combinations within relatively short amounts of time and at a minimal cost.
However, the ease of access to these types of online data can vary greatly. Twitter data, for
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example, used to be readily accessible, as it allowed third parties to share data through user-
friendly interfaces. Twitter has ended this practice, and users must now access data through an
API, requiring programming knowledge for those wishing to collect data from this platform.
Additionally, there are limitations as to how many tweets can be collected and how they can
be shared. Many online sources require a researcher to have programming knowledge in order
to scrape and process data. Scholars are sometimes granted permission to publicly share the
resulting repositories so that the one-time effort to gather the data yields a permanent resource,
as is the case of the published ACTIV-ES corpus of Spanish subtitles (Francom, Hulden and
Ussishkin, 2014) and the language-independent OpenSubtitle corpora (Lison and Tiedemann,
2016).

While acquiring the skills or securing the assistance necessary to scrape data from the
Internet is one challenge, finding mixed language data in the first place is not an easy task.
Presently, there are no means to generically search internet platforms for all posts, tweets,
or utterances containing two or more targeted languages, so researchers need to use their
knowledge about language creatively. For instance, the codeswitchador of Lignos and Marcus
(2013) uses a model to probabilistically identify a word within an existing Twitter corpus as
Spanish or English and then classifies tweets as code-switched if they contain a threshold of
both languages. And Solorio et al. (2014) created three data sets for the First Shared Task on
Language Identification in Code-Switched Data by sampling social media posts from different
populations known for code-switching. The Spanish-English data set was generated by gath-
ering tweets from geographical areas with high concentrations of Spanish-English bilinguals
(California, Texas, Miami, and New York), the Nepali — English data set was developed by
manually identifying users who switched frequently and sampling the tweets of the users that
appear in their mentions, and the Hindi-English corpus was compiled from posts and com-
ments from the Facebook pages of prominent public figures in India to which bilingual users
are known to frequently contribute.

Another issue that often confronts linguists attempting to work with internet data is that
of quality (Dorleijn and Nortier, 2009). Rife with hashtags, stylistic irregularities (e.g., sooo
excited), incorrect graphematic realizations (e.g., there friend instead of their friend), and
out-of-vocabulary words like acronyms and abbreviations (e.g., FOMO (fear of missing out),
French biz (bisoux ‘kisses’)), internet data often requires extensive post-processing to nor-
malize the text, a crucial step in the NLP pipeline prior to higher-level annotations, such as
POS tagging or syntactic parsing. For some language pairings, ad hoc and variable vernacular
romanizations are used in lieu of the native scripts (Ball and Garrette, 2018). Even languages
employing the same alphabet, such as English and Spanish, can present problems when their
character encoding contrasts (e.g., UTF-8 vs ASCII). In addition to the quality of the data,
the content itself may differ greatly from the type of data that we have come to expect from
traditional linguistic corpora in terms of style, length, or even discourse. Twitter users, for
example, address an unspecified audience of known and unknown individuals, a context that
distinguishes this communication medium from face-to-face interaction (Marwick and Boyd,
2011).

Mixed-language data can also be artificially generated. This type of data is created by
computational linguists in need of large amounts of training or test data for building language
models (Solorio and Liu, 2008a, 2008b; Bhat, Choudhury and Bali, 2016; Zhang et al., 2018).
Consider the mixed variants of the same sentence shown in example 1, machine generated by
Solorio and Liu (2008a) using different statistical classification models. The first two were
produced by two separate statistical algorithms for determining the most likely sequence of
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switches, the third chooses switches at random, and the last is provided as comparison to
human performance.

1. a. Naive Bayes classifier
Pero siendo this a new year, es tiempo de empezar de nuevo que no?
b. Value Feature Interval classifier
But this being a new year, es tiempo de empezar over isn’t it ?
c. Random
But this being a new ario, it’s tiempo to start over isn’t it?
d. Human
Pero this being a new year, it’s a time to start over que no?
‘But this being a new year, it’s a time to start over, isn’t it?’

This data presents limited vocabulary because the sentences are all generated from the
same base text and can contain switching that may be judged as inauthentic. Solorio and Liu
subjected the sentences to evaluation by bilingual speakers and found that those generated by
Naive Bayes were rated most similar to those naturally produced, and much higher than those
generated by the Random classifier. In other words, a statistical classification model trained on
very little data can begin to approximate human performance.

Annotation of data

Whether data is collected from field interviews or online sites, or is generated with NLP mod-
els, there is a need for it to be uniformly annotated to draw robust comparisons between data
sets. The number of annotation levels for multilingual data differs according to the needs of
the analyst, but two crucial levels for considering language mixing are the language and POS
tags, such that every token in a data set bears these labels. Since languages vary in their mor-
phosyntactic typologies, there is a movement among NLP scholars with interests in language
mixing to adopt the POS tagset used in the Universal Dependencies (UD) project (McDonald
et al., 2013). The UD project envisions a consistent treebank annotation for all languages
and includes a universal set of 17 POS tags that are superordinate to a wider set of language-
particular tags (Nivre et al., 2016). This project is rapidly gaining traction for multilingual
and language-mixed data and is continuing to develop more language-particular tagsets. The
universal POS tags are a necessary first step in creating another layer of annotation, a depend-
ency parse, which reflects the syntactic relations between tokens. Partanen et al. (2018) have
recently conducted a successful test of multilingual dependency parsing on Russian mixed
with the endangered Komi-Zyrian language. They used an existing Finnish dependency-
parsed training data set to model Komi grammar. The fact that the Finnish parser provides a
reasonable parse for the endangered language that has, as yet, no dependency parser, demon-
strates the utility of a tagset that is designed for broad coverage.

Annotated data can be rendered most useful to the field when data files conform to standard
conventions. Standard formats are easier for others to work with and encourage the sharing of
data. As there are numerous ways to format data files, we will highlight one specific standard
that has been developed by linguists and describe the general conventions it employs. The
modified ConLL-U annotation standard (http://universaldependencies.org/format.html) offers
a simple and flexible format that allows for comparison across multilingual texts (Buchholz
and Marsi, 2006). The current ConLL-U scheme assumes that the data to be annotated is
drawn from a single language; however, it can be easily adapted to include tags for languages.
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For example, in annotating Komi-Russian data, Partanen et al. (2018) augment the CoONLL-U
file with the tag Lang, for which the ISO language values are defined for Komi-Zyrian (kpv),
Russian (rus), and Mixed, as shown in Table 1.1.

As for the data files themselves, plain text files that can be generated using any built-in text
editor offer the advantage of being both human- and machine-readable and can be structured
using a markup language, such as XLM, or delimited to create rows and columns using a csv
(comma separated values) or tsv (tab separated values) format. While PDFs and Word docu-
ments are user-friendly and familiar, they are not easily handled by machines and therefore are
not recommended for storing linguistic data. Another beneficial practice is to specify the char-
acter encoding at the start of each data file. Character encoding is a convention that ensures
that data is displayed properly; it’s especially important for handling scripts that include dia-
critics and non-Roman characters. Knowing the text encoding assists those working with the
data to avoid common display problems that often arise when working with multiple scripts.
Currently the standard character encoding is UTF-8 because it can encode virtually any char-
acter, and therefore writing system, of interest. In formatting a text file for processing, it is
standard practice to place each linguistic token, including punctuation, on a separate row. Each
token is then tagged for every field of annotation, using an unambiguous coding scheme, in a
tab-separated, column-based format, as shown in Table 1.1. Ideally, the language annotation
field should use the proper ISO language code.

When POS tags are used, it is important to note the treebank system that researchers adopt
for each language and, if the coding has been done by hand, it is equally important to publish
the protocols for selecting the proper annotation of ambiguous tokens and for the tokenization
process. In the Komi-Russian annotation in Table 1.1, for instance, the Russian tag is used for
words that contain any Russian morphology where other analysts may have chosen to employ
a Mixed tag. If the annotation protocol is novel, it needs to be documented in enough detail to
allow for it to be replicated or mapped to other systems. Additionally, the level or levels of
annotation used should be specified as metadata: morpheme, word, intonational unit, sentence,
or conversational turn. Finally, any special tag, such as Named Entity or Lemma, that the
annotators use can be defined and placed in its own field.

Ideally, for replicable comparisons, corpora need to be annotated identically. For instance,
it proves difficult to reconcile data sets if clitics are tokenized independently of their hosts in

Table 1.1 Komi-Russian annotations

# text =P6oumyu me wieticam wemeépmail 200blH OKMAO Moablce MyHOPAbLH.
#text_en = I was born in the sixty-fourth year in October in the tundra

Index Token POS Dependency Parse Language

1 PoauTun VERB Root Lang=Mixed

2 Me PRON Nominal subject B

3 mencAr NUM Numeric modifier Lang=Rus

4 4eTBEPTIM DET Numeric modifier Lang=Rus

5 TOZIBIH NOUN Oblique nominal Lang=Mixed

6 OKTSI0 NOUN Nominal modifier Lang=Mixed

7 TONBICE NOUN Oblique nominal _

8 TYHJpablH NOUN Oblique nominal Lang=Mixed|SpaceAfter=No
9 PUNCT Punctuation

Source: GitHub, Niko Partanen, https://github.com/nikopartanen.
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one data set and as part of the host in another. And hand annotations, no matter how carefully
realized, can be subject to human error and bias, which vary from one data set to the next. The
best way to ensure cross-corpus comparability is to automatically process the raw texts using
the same tools. To be sure, there are errors in automatically annotated data, but the procedures
can be refined to bring these errors in line with the range of accuracy of human annotators.

Automated annotation methods

Automated methods such as tokenizers, POS taggers, and dependency parsers dramatically
accelerate the process of linguistic annotation. They were designed for large monolingual
corpora, where potentially billions of words may be available for training, and they can show
impressive rates of accuracy on annotation tasks. Scaling down to smaller, multilingual cor-
pora presents challenges because the model must tag tokens that it has likely not encountered
in the training data, leading to incorrect, or noisy, annotations. Small data also fail to pro-
vide sufficient information to learn transition probabilities between bigrams (i.e., how likely
consecutive pairs of words are), which are advantageous in constructing language models
that assign probabilities to phrases and utterances. Furthermore, training language models on
small data sets renders them vulnerable to ‘memorizing’ the training data instead of general-
izing from it since there are few linguistic sequences to learn from. The risk is that the model
will be overfit and will fail to accurately process other corpora that is unlike the training data.

Of course, the aforementioned challenges apply to small monolingual and multilingual
data sets alike. Fortunately, scholars have demonstrated that models can learn from mono-
lingual data in spite of its sparsity (Garrette and Baldridge, 2013) and some of these methods
could be extended to noisy, mixed language data (Ball and Garrette, 2018). Automation has
become a viable option for some multilingual data processing tasks, especially word-level lan-
guage identification, and research is ongoing for others, including language modelling (Adel
etal., 2013,2014), Named Entity (proper noun) classification, POS tagging, syntactic parsing,
machine translation, and automatic speech recognition.

Word-level language identification has grown out of NLP research on document-level lan-
guage identification. At the level of the document, there are numerous features for language
identification models to consider, such as character encoding, characteristic letter sequences,
correlation between word and part of speech, and closed grammatical classes. However, at
the level of the word, the features are reduced to the character sequence of a given token and
information about the preceding n tokens in an n-gram model. As such, most basic word-
level language identification systems use a combination of character n-gram models, which
learn the statistical probabilities of character sequences within a given language, and Hidden
Markov Models, which learn the probabilities of consecutive pairs of words. Recently, Zhang
et al. (2018) have introduced a language identification model that is explicitly designed to
rapidly and accurately annotate the language of word tokens in multilingual documents with
a more complicated approach that utilizes neural networks. Testing their system on computer-
generated code-mixed data the researchers achieved accuracy rates ranging from 87.4% on
mixed language/mixed script data (Devanagari Hindi/Romanized Hindi/English) to 98.4%
accuracy on Devanagari Hindi—English and 92.4% on English—Spanish code-switched data.
We note that accuracy rates above 90% are within the range of the reliability of human
annotators.

The issue of POS tagging for multilingual text is still considered to be a work-in-progress
for the NLP community as accuracy rates for existing multilingual taggers hover well below
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the rates of monolingual taggers, which are considered to be highly effective (Baldwin and
Lui, 2010; Lui and Baldwin, 2012). A major issue in developing POS taggers is that of tagsets.
POS tagsets can often be highly specialized, such as the Penn TreeBank Tagset with 36 tags
(Marcus, Santorini and Marcinkiewicz, 1993) and the BNC Basic Tagset for English with
61 tags (Leech, Garside and Bryant, 1994). While a coarse tagset makes the automation of a
POS tagger much more feasible and accurate, it may compromise the information needed by
researchers, since distinct tags in a robust monolingual tagset may be collapsed in a less fine-
grained set. For example, the Penn TreeBank tagset differentiates four categories of nouns —
singular or mass nouns (NN), plural nouns (NNS), proper singular noun (NNP), and proper
plural nouns (NNPS) — whereas the basic UD tagset uniformly classifies these as NOUN. One
solution for researchers wishing to preserve distinctions lost in the UD tagset is to map to the
coarse UD tagset from a field of annotation of more fine-grained tags.

In spite of these computational advances, a major challenge for researchers of language
contact remains that of access and usability of extant tools. Many of the multilingual tools
developed remain inaccessible to contact linguists due to their proprietary nature, such as
those developed by large tech companies, or due to their steep learning curve as most tools are
designed for developers or coders. As tools are created and adapted for linguistic research, it
is paramount for researchers to push for greater accessibility, via data and code-sharing plat-
forms with clear instructions designed for those with limited coding background.

4. Current contributions and research

In agreement with Adamou (2016) we submit that quantitative measures offer researchers the
only objective means to compare language mixing across corpora and subcorpora. Descriptors
such as ‘heavily code-switched’ or typological characterizations of mixing as ‘insertional’ or
‘alternational’ need to be augmented with numerical reference points that quantify degrees of
mixing in more precise ways. Quantification also invites visualization, permitting rapid obser-
vations into mixing patterns. In this section, we focus on the various ways in which we can
visualize code-switching and quantitatively characterize language mixing in a data set given
nothing more than a sequence of language tags.

To date, much of linguistic research into code-switching has been concerned with modelling
intrasentential mixing, identifying the grammatical sites of switching within a single clause.
While such a fine-grained view has its merits in providing insights about discrete aspects of
morphosyntax, a broader lens can reveal a more complete picture of code-switching patterns.
In examining an entire conversation rather than isolated sentences, it is equally informative, if
not more so, to understand Aow switching occurs as it is to know where it occurs. Consider the
Spanish—English mixed samples in (3) and (4), each containing the same number of Spanish
and English words.

3. Anyway al taxista right away le noté un acentito, not too specifice
Anyway, on the taxi driver . . .  noted a slight accent . . . (Killer Cronicas)

4. Si, ;y lo otro no lo es? Scratch the knob and I'll Kill you
Yes, and the other one isn’t? . . . (Yo-Yo Boing!)

These examples can be reduced to a sequence of language tokens that can be grouped into
monolingual spans, or sequences of language tokens in exactly one language, as in (5) and
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(6), where E stands for a word of English and underlined S, a word of Spanish. Note that (6)
presents two spans, one in Spanish followed by one in English, both seven words in length.

5. ESSEESSSSEEE

6. SSSSSSSEEEEEEE

Depicted in this way, we can make several observations that are independent of the syn-
tactic composition of the utterances. Despite the fact that each contains the same ratio of lan-
guages (1:1) and roughly the same number of words, there are more language spans in (5) than
in (6), and the spans in (5) are of different lengths whereas those in (6) are of equal length. In
other words, the probability of switching in (5) or (6) is decidedly different. Relevant questions
then become whether multilingual speakers who switch frequently in a pattern such as (5) do
so regularly or only sporadically and to what degree they might do so relative to other possi-
ble choices, including producing entirely monolingual utterances. Providing answers to these
questions requires methods that consider data beyond the sentence level alone.

Once we no longer limit our empirical observations about mixing patterns to questions
of morphosyntax, we become free to explore language contact in novel ways, particularly
with regard to variation in what we might call code-switching signatures, the extent to which
switching patterns vary statistically across users, communities, conversational turns, and the
like. For instance, Myslin and Levy (2015) observe that in a small sample of heritage Czech
bilinguals in California, speakers frequently switch to English at the end of an Intonational
Unit (IU), a location of high information load. The data, bearing only language tags but no
lexical tokens, was shared with us by the first author of that study. A snippet of conversation
between the fluent speakers ‘H’ and ‘J” is represented in Table 1.2, with Czech words tagged
as Language ‘C’ and English words as ‘E.” The relatively long spans of Czech, followed by
short insertions of English, seem to suggest that the Czech-English mixture is of a different
nature than that of the Spanish-English utterances in (5), where the spans of both languages are
all relatively short, and in (6), where they are all of the same length. We visually capture the
sequential distribution of mixing of the Czech-English conversation excerpted in Table 1.2 by
plotting the length of the spans of Czech and of English as they occur within the conversation
in a mirrored bar plot (Figure 1.1).

The mirrored plot of the spans in Figure 1.1 provides visual cues to conceptualize the
quantification of code-switching as seen over the time course of a conversation. There are
roughly 60 monolingual spans represented in this data file; the inequality of the distribution,
or the statistical dispersion of Czech relative to English, is represented as deviating in different
directions from a horizontal axis, with the English spans falling below the 0 line and the Czech

Table 1.2 Czech-English data

v Speaker code Language
33040 H CCE
33041 J ccccce
33042 J ccc
33043 J cccc
33044 J CCCE

Source: Mark Myslin (personal communication)
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Figure 1.1 Ordered distribution of spans in Czech-English conversation

spans falling above it. This inequality is ordered in a particular way in this corpus: multiple
short English spans punctuate the longer Czech ones. One could imagine other configura-
tions composed of the same counts of each language; for instance, there could be a single
long English span rather than the 30 short ones shown here. The nature of the alternation
between the languages is revealed by the span lengths in Figure 1.1, where it can be noted that
the English spans are noticeably brief compared to the Czech language spans. The mirrored
plot also shows that the speakers do not switch to English randomly, rather they repeatedly
alternate patterns of longer spans of Czech (i = 25 words) followed by short spans of English
(n= 1 word). Bullock et al. (2018) model the length of spans in interaction with POS informa-
tion to demonstrate that switches to English in four different US Spanish-English corpora are
significantly shorter after the category of determiners that they are after any other grammatical
category where switching occurs. In this way, they are able to provide quantitative support for
the notion that switches after determiners are likely to indicate borrowings rather than gram-
matical alternations.

5. Main research methods

To model variation in language mixing quantitatively, we advocate for a characterization of
language mixing along several dimensions that serve to numerically capture what we observe
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in Figure 1.1, including measures to gauge (1) the inequality of distribution of languages in a
text, (2) the probability of switching between them given this inequality, (3) the randomness
of the switching, and (4) the order of the bursts of switching in time. The motivation behind
a multi-dimensional characterization of code-switching is that it will allow us to examine the
nature of mixing holistically, within an individual unit (utterance, sentence, tweet, U, etc.)
and, more importantly, across the aggregate of units that comprise a corpus. It is only by exam-
ining the totality of patterns observed across utterances that we can begin to understand, and
be able to compare, trends in language mixing worldwide.

There are several ways to quantify the inequality of distribution in the count of words in
each language. Adamou and Granqvist (2015) and Adamou (2016) do so via a word count
method, describing the percentage of the data represented by each language (e.g., 65% Rom-
ani, 35% Finnish). Another option is to measure language inequality via an entropy score: the
more evenly distributed the number of tokens are between the languages represented in a cor-
pus, the higher the entropy (Guzman et al., 2017). The Multilingual index (Barnett et al., 2000)
is one measure of the entropy of a distribution; it reflects the ratio of words in each language
within a multilingual text on a scale from 0 to 1. An M-index of 0 represents a completely
monolingual text, where there is only one language, whereas a text that is completely balanced
in terms of languages (e.g., one-third Romani, one-third Greek, one-third Turkish) will result
in an M-index of 1.

These measures capture the language makeup of a text but do not reflect in any way the
degree to which those languages are interspersed within a text. A parallel corpus, such as
Europarl, which consists of European parliamentary transcripts in 21 European languages, is
likely to contain a fairly equal percentage of each language, achieving an M-index close to 1,
even though it contains little to no mixing. Measures of the balance of languages in a corpus,
then, need to be complemented by measures of how the languages are mixed. There are several
existing metrics that aim to capture integration (or mixing) complexity. One such metric is the
code-mixing index, CMI, introduced by Gambick and Das (2014). It requires the determina-
tion of a matrix language and considers the fraction of total words within an utterance that do
not belong to the matrix language. Building upon the CMI, the Complexity Factor (Ghosh,
Ghosh and Das, 2018) accounts for three aspects of a text: the fraction of non-matrix language
present in a text, the relative order of words, and the number of languages present. Similar in
spirit to the CMI is the Integration Index or I-index (Guzmaén et al., 2016, 2017), which cal-
culates the probability of switching languages between any two tokens within a corpus. The
I-Index does not require the determination of a matrix language for an utterance. It returns a
floating point number bounded between 0 and 1; the higher the index, the greater the prob-
ability of switching after any token.

The ratio of languages in mixed speech when coupled with a measure of their integration
provides insights into whether a language sample tends toward the monolingual or multi-
lingual end of a continuum and locates the samples along this continuum according to the
complexity of their mixing. Metrics are also needed to describe how randomly distributed the
lengths of language spans between switch points are; for this purpose, measures of burstiness
(Goh and Barabasi, 2008) have been used (Guzmaén et al., 2017; Bullock et al., 2018). Alterna-
tives to burstiness include measuring span length entropy (Guzman et al., 2017) and surprisal,
which is used to measure the informativeness of an event, such that the less predictable, the
more informative, or surprising, the event is assumed to be (Myslin and Levy, 2015). A meas-
ure of the temporal distribution of language mixing, or more specifically, the ordering of the
language spans could be measured by memory (Goh and Barabasi, 2008); two corpora may be
identical in terms of burstiness values but have very different ordering in their switch points.
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Memory quantifies the extent to which the length of a language span is auto-correlated with
the length of the span preceding it. In other words, it measures the degree of similarity between
the lengths of consecutive pairs of language spans. A measure such as this may eventually
be useful for comparing the intermittency of code-switching between corpora should large
enough mixed language corpora be available for statistical analysis.

As a caveat, we note that all of the potential metrics presented in this section need to be
tested against large quantities of data. Only further data and statistical analysis will allow us
to ascertain what are the ‘normal’ ranges of language inequality for multilingual texts, what
integration, burstiness, and time-course of switching are predicted, and how much deviation
from normal along each of these dimensions might be considered significant. For instance, do
certain language pairings show more language integration relative to others? Do some indi-
viduals in a given sample show burstier signals in their language mixing than others? What are
the limits of language integration?

Applying metrics, we can compare patterns as well as the rate, or frequency, of language
mixing across different corpora in a unified way. To illustrate the efficacy of quantitative met-
rics in showing measurable similarities/differences between corpora in replicable ways, we
have compiled a series of data sets in which each token bears a language label. The corpora
are listed in (8):

8. Sources and types of corpora
A. Type: Pangloss Collection (Michailovsky et al., 2014)
a. HSB = Colloquial Upper Sorbian + German (6,100 words)
b. RMN = Thrace Romani + Turkish + Greek (2,600 words)
¢. SVM = Molise Slavic + Italian (27,200 words)
d. HRV = Burgenland Croatian + German (2,400 words)
e. MKD = Balkan Slavic + Greek (8,000 words)
B. Type: Mark Myslin (personal communication)
a. Czech 30, Czech 32, Czech 33 = recorded conversations between fluent Czech +
English speakers (622 words)
C. Type: US Spanish + English fiction
a. KC = Killer Cronicas by Suzanna Chéavez-Silverman (2004) (40,469 words)
b. YYB = Yo-yo Boing! by Giannina Braschi (1998) (64,848 words)
D. Type: U.S. Spanish + English transcripts of interviews
a. SpinTX = Spanish in Texas Corpus (Bullock and Toribio, 2013) (416,000 words)
b. S7 = interview transcript from Solorio and Liu (2008a) (7,000 words)
c. Maria40 = maria40 conversation from the Miami Corpus (Canoflan ESRC
Research Centre for Bilingualism, 2015) (7,638 words)
E. Type: Quebec French + English film transcript
a. BCBC = film transcript of Bon Cop Bad Cop (13,502 words)

The documents from the Pangloss Collection (8A) comprise interviews with native speak-
ers of endangered language varieties in Europe. Each token within the data sets analyzed
here have been annotated with a language field. The Czech-English interview data (8B) is
of the format shown in Table 1.2; it consists only of language annotations. We compiled a
Spanish-English data set from multiple available and open collections. The SpinTX data set
comprises transcripts from interviews with over 90 Spanish-speaking individuals in Texas; S7
is a transcript of a conversation between three Spanish-English bilinguals, and Maria40 is a
file from the Miami Corpus selected because it is known to contain code-switching (Deuchar

19



Barbara E. Bullock et al.

et al., 2014). To overcome the issue of scarcity of mixed language corpora of natural speech,
we include two works of bilingual fiction recognized as works of ‘Spanglish’ (8C) and a film
transcript of the popular Quebec film, Bon Cop Bad Cop (8E) that was pieced together using
the French and English subtitled transcripts found on the multilingual database, Opensubtitles.
org. We have annotated SpinTX, KC, YYB, and BCBC using the automatic methods outlined
in Guzman et al. (2016). S7, the Czech-English data, and Maria40 were hand annotated by
their compilers.

Each corpus was processed according to the same conventions, using python scripts (freely
available on https://github.com/Bilingual-Annotation-Task-Force). First, a count of the num-
ber of words in each language returned data on the inequality of distribution of the languages
as an M-Index. Transitions between bigrams were marked for whether they encoded a change
in language or not. From these transitions, the probability of switching languages was codi-
fied as an I-Index. Each corpus was split into a series of monolingual spans from which a data
frame of the length and language of each span was created and a measure of corpus burstiness
extracted following Guzman et al. (2017). The results of these analyses, in which the M-Index
and the I-Index are log-scaled, can be visualized as in the 3D plot in Figure 1.2.

Although each of the data sets plotted in Figure 1.2 is multilingual, the switching signatures
are far from uniform and the data points could be clustered in various ways, depending on the
dimension of variation. As a point of reference, KC stands out with the highest values on the
planes of multilingualism (M-Index) and probability of switching (I-Index) while also show-
ing the lowest value for burstiness, indicating that switching between Spanish and English
occurs regularly throughout the KC. Conversely, switch events in SpinTX occur in a highly
sporadic fashion and the data manifests the lowest values for multilingualism and for integra-
tion of all the data sets plotted. While not monolingual, it is much more so than other corpora
under analysis. The most multilingual corpora — KC, BCBC, and YYB — share high values for
the M-Index, but KC falls to a different extreme from BCBC and YYB along the dimensions
of integration and burstiness, demonstrating the partial independence of one metric from the
next.

The Pangloss data, plotted in Figure 1.2 with the open circle points, appear to split into two
clusters, which track those that Adamou (2016) identified on the basis of the word count ratio.
But, in Figure 1.2, the clusters are also distinguished by the relative periodicity of the switch-
ing in the Molise Slavic (SVM) and Thrace Romani (RMN) data compared to the burstiness of
switching in the remaining Pangloss corpora (HRV, MKD, HSB), which group together along
every dimension. Thus, it is not only that the number of contact words relative to endangered
language is higher but also switching occurs with greater regularity in SVM and RMN than in
the other Pangloss data. While differences in burstiness (vertical axis) are not easily apparent
from this orientation of the three-dimensional plot, the data show a separation between data
sets such that intervals of switching occur more regularly in KC, Czech30, Czech32, SVM,
and RMN than in the other data sets. Finally, the Spanish-English conversation data in S7 and
Miami40 show a greater balance of languages than all the other naturally elicited conversa-
tional data sets but these, too, show that the language switching within the data sets occurs
in bursts, entailing more frequent and longer monolingual spans than in the Czech, Molise
Slavic, or Thrace Romani data.

These results, preliminary though they are, suggest that there is no single typology of lan-
guage mixing; instead, we might categorize corpora along different dimensions and in a gradi-
ent fashion. Only more data and statistical analyses will tell us whether there are anticipated
‘typical’ values for language switching from which utterances or texts may deviate more sig-
nificantly than others. 4 priori, we cannot know whether such ‘constants’ of mixing exist at
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Figure 1.2 Three-dimensional plot of corpora by burstiness * M-Index * I-Index

the universal level or at a level particular to a specific language pairing because we do not
have the data to conduct the necessary experiments. Nonetheless, we have a method by which
the switching profiles of corpora can be measured and systematically compared, and these
produce continuous values that can easily translate to variables for statistical models of code-

switching (as for example in Bullock et al., 2018, 2019).

6. Future directions
The methods and approaches to processing multilingual data that we have outlined here are
under continuous evaluation, testing, and refinement. However, metrics like these are agnostic
with respect to language; they can be applied to any combination of languages. They present
a benefit over qualitative approaches in being anonymous and in modelling data at the level
of language annotation rather than at the level of the lexical token. This holds the potential to
lift the blockade on data sharing that is imposed by concerns for the protection of participants’
privacy. In our view, pooling data from various sources, as we have done here, may be the
way forward in advancing research on contact languages in the immediate future. Given the
ability to quantify language mixing, we can ask new questions whose answers until now could
only have been hypothesized. As automated POS tagging improves for code-switching data,
we may eventually be able to ascertain whether quantitative differences in switching between

21



Barbara E. Bullock et al.

two corpora correlate with qualitative differences (Bullock et al., 2019). In the future, it is
likely that we will find it desirable to model utterances at the lexical level to further study the
weight of semantics and information structure (Myslin and Levy, 2015) on language mixing.
In the meantime, there is much that we can learn about patterns of language data with minimal
annotation.

7. Further reading

Adamou, E. (2016). 4 corpus-driven approach to language contact: Endangered languages in a com-
parative perspective. Boston and Berlin: De Gruyter Mouton.
This comparative analysis of spoken corpora is informative of the manner and extent to which lan-
guages may become intertwined. The quantification of mixing in corpora of unrelated contact lan-
guages — Balkan Slavic and Thrace Romani in Europe and Ixcatec in Mexico — allows for the data to
be situated along a mixing continuum by number of contact tokens.

Bullock, B. and Toribio, A. J., eds. (2009). The Cambridge handbook of linguistic code-switching, 1st ed.
Cambridge: Cambridge University Press.
This volume surveys the principle theoretical and empirical contributions to the study of code-
switching over several decades of scholarship. Eighteen chapters by leading figures address concep-
tual and methodological considerations in code-switching research, social aspects of code-switching,
structural implications of code-switching, psycholinguistics and code-switching, and formal models
of code-switching.

Cetinoglu, O., Schulz, S. and Vu, N. T. (2016). Challenges of computational processing of code-switching.
In: Proceedings of the Second Workshop on Computational Approaches to Code Switching. Austin,
Texas: Association for Computational Linguistics, pp. 1-11.

This publication addresses the challenges that multilingual data present for Natural Language Process-
ing (NLP) tasks such as normalization, language identification, language modelling, part-of-speech
tagging, and dependency parsing, some of which are cyclically dependent in pipeline approaches.

Myslin, M. and Levy, R. (2015). Code-switching and predictability of meaning in discourse. Language,
91, pp. 871-905.
This study presents an account of code-switching based on a rigorous statistical analysis of a corpus
of Czech-English conversational data. Evidence shows that information content, operationalized as
meaning predictability, is a determinant in switching: high information content is encoded in one
language, and more predictable content is encoded in another.

8. Related topics

Mixed languages, code-switching, typological factors

Abbreviations

BCBC Bon Cop Bad Cop

BNC British National Corpus
C Czech

CMI code-mixing index

csv comma separated values
DET determiner

E English

HRV Croatian
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HSB Colloquial Upper Sorbian

I-index Integration index

ISO International Organization for Standardization codes
U intonational unit

KC Killer Cronicas

kpv Komi-Zyrian

LDC Linguistic Data Consortium

M-index  Multilingual index
MKD Macedonian

NLP Natural Language Processing
NN singular or mass nouns

NNP proper singular nouns

NNPS proper plural nouns

NNS plural nouns

NUM number

POS part-of speech

PRON pronoun

PUNCT  punctuation

RMN Thrace Romani

rus Russian

S Spanish

SpinTX  Spanish in Texas Corpus
SVM Molise Slavic

tsv tab separated values
UD universal dependencies
YYB Yo-yo Boing!
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2
Language contact in the lab

Paola E. Dussias, Judith F. Kroll,
Melinda Fricke, and Michael A. Johns

1. Introduction

A great deal of research has been conducted to examine language contact phenomena that
takes the bilingual speech community as its angle of vision. This approach to language con-
tact is anchored in sociolinguistics (e.g., Labov, 2012) and is concerned with understanding
the linguistic outcomes of language contact and the role of internal linguistic factors in this
process. But language contact is also an individual enterprise; the two languages of a bilingual
speaker interact in the bilingual mind, and these interactions have consequences for language
processing, for cognition, and for the brain over the life span. Historically, the popular view
has been that becoming bilingual during early infancy produces confusion and language delay,
that acquiring a second language as an adult is a feat accomplished only by those with a gift for
language learning, and that individuals who freely code-switch between their two languages
do not speak either language proficiently or are mentally lazy (for a discussion, see Kroll and
Dussias, 2017). However, recent evidence from lab-based research has shown, quite compel-
lingly, that these assumptions and attitudes are, in fact, myths (Kroll et al., 2015). Bilingualism
is not a special case or circumstance, and individuals who learn a second language well past
early childhood are not doomed to fail. Quite to the contrary, recent lab-based behavioural and
neuroscience evidence demonstrates that bilinguals are able to acquire subtle aspects of a sec-
ond language and can sometimes process linguistic input in the second language in a manner
that is indistinguishable from monolingual speakers. Infants are not confused by hearing two
or more languages; instead, they develop an intricate ability to distinguish the languages they
hear. And regularly switching from one language to another, far from being a sign of random
interference, is a display of exquisite knowledge and control of two languages (e.g., Green
and Wei, 2014). Bilingualism provides language scientists with the potential to understand
how humans negotiate the boundaries of two languages within a single mind. For cognitive
psychologists, the bilingual and multilingual speaker has become a model for understanding
the way that language experience shapes the mind and the brain (e.g., Kroll et al., 2012).

In the past several decades, lab-based research with bilingual and multilingual speakers has
led to a number of important discoveries about what it means to be bilingual. Being bilingual
is not only about acquiring and using a second language; it is also about the ways in which the
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native language changes in response to a new second language. There is fundamental perme-
ability across the two languages that makes early and late bilinguals more, rather than less,
similar to one another. This permeability also makes cross-language interactions bidirectional,
changing the way that bilinguals process each of their two languages. One exciting discovery
from lab-based research on bilingualism is that the use of two or more languages across the
lifespan has consequences that extend beyond language processing to domain-general cogni-
tive functions. These consequences are particularly beneficial to individuals later in life, when
typical cognitive decline places greater demands on the cognitive system.

In this chapter, our goal is to discuss the various experimental methodologies that have
been employed in lab-based research to study the consequence of having two languages in a
single mind. The focus will be mostly on bilinguals who have acquired a second language dur-
ing adulthood — once a native language has been firmly established. We will begin by review-
ing central findings in bilingual language processing. We will then describe some of the most
common behavioural methods that have been used to uncover the different levels of language
at which cross-language interactions have been observed in bilingual speakers, as well as how
research on second language learning and bilingualism has benefited from the introduction of
tools for examining neurocognitive processes. We conclude with some suggestions that we see
as critical in advancing the study of bilingualism in lab-based contexts.

2. Critical issues and topics: language contact in the mind and brain of
bilingual speakers

Models of language processing are in general agreement with respect to the basic levels of
linguistic representation that are required for language production and comprehension. While
some debate persists in terms of the precise organization and content of linguistic representa-
tions and on the way in which information flows through the network, all major models agree
that speakers must have representations that capture semantic, syntactic, distributional, and
phonological/word form information (cf. Dell, 1986 for (monolingual) language production;
McClelland and Elman, 1986 for (monolingual) spoken word recognition). Similarly, while
they may disagree on the finer points, psycholinguists who study bilingualism generally agree
that the languages of a bilingual speaker interact to some degree during language processing.
This portion of the chapter first briefly describes some evidence for the foundational idea that
cross-language activation is pervasive in bilingual language processing. It then presents some
more recent findings that add nuance to the overall picture, addressing questions such as how
variable are cross-language activation patterns in different speakers? how proficient in a sec-
ond language does one need to be for the first language to be affected? and how can we relate
these laboratory studies to bilinguals’ everyday experiences?

The languages of bilingual and multilingual speakers are intertwined

For essentially all aspects of language processing that have been studied, there is evidence that
the languages of a bilingual speaker interact. This is true for the semantic (e.g., Morford et al.,
2011), syntactic (e.g., Loebell and Bock, 2003), and phonological (e.g., Goldrick, Runnqvist
and Costa, 2014) levels of representation; it is true for language production (Kroll and Gollan,
2014) as well as comprehension (Kroll and Dussias, 2012); and interestingly, not only does the
first or more dominant language (L1) affect the second or less dominant language (L2), recent
work demonstrates that the L2 in many cases can affect the L1. For all of these reasons, Gros-
jean (1989) famously argued that ‘The Bilingual Is not Two Monolinguals in One Person.’ In
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other words, because the languages of a multilingual speaker appear to be fundamentally and
reciprocally intertwined, it would be misguided to think of either L1 or L2 processing as taking
place independently of the other language.

The central role of cross-language activation in bilingual language processing has been
widely agreed on for some time. A more recent development in bilingualism research, and
in psycholinguistics more generally, has been a shift in the focus from so-called group level
analyses to what are often referred to as ‘individual differences’ in language processing (for a
review see Fricke et al., 2019). Broadly speaking, new experimental and statistical methods
increasingly allow psycholinguists to model variation in language processing behaviour in
more sophisticated, and more principled, ways. Driven partially by these new techniques,
and partially by the concomitant acknowledgment that no matter what their language back-
ground, no population of speakers is homogenous in their language processing behaviour, in
recent years it has become less common to conduct experiments comparing a single group of
bilingual speakers to a supposedly ‘matched’ group of monolinguals, and more common to
compare different types of bilingual speakers whose language experience or cognitive pro-
files vary along some dimension(s) of theoretical interest (e.g., Luk and Bialystok, 2013). To
take just two recent examples, Beatty-Martinez and Dussias (2017) found that processing of
a particular structure unique to code-switched speech differed when comparing highly pro-
ficient bilinguals with and without code-switching experience, and Zirnstein, van Hell and
Kroll (2018) found that performance on a non-linguistic cognitive inhibition task predicted
the neural correlates of language processing behaviour in both monolinguals and bilinguals.
Such studies signal a profound shift in the way psycholinguists think about the status of the
bilingual speaker, i.e., not as a special ‘type’ of language user, but rather as an encapsulation
of many issues crucial to the field’s understanding of how language processing works, such
as how language experience shapes speakers’ and listeners’ mental representations, and how
language processing interacts with cognition more generally.

Another shift in psycholinguists’ thinking about bilingualism can be seen in recent work
concerning second language learning. While it has long been acknowledged that the age at
which speakers begin acquiring a second language tends to be negatively correlated with their
ultimate attainment in a variety of linguistic domains (Birdsong, 2018), many researchers have
begun to focus less on when such ‘age of acquisition’ effects emerge, and more on when they
are not in evidence. Recent research on L2 sentence processing in particular has demonstrated
that under certain circumstances, the parsing strategies of proficient L2 learners are equivalent
to those of native speakers (e.g., Steinhauer, 2014). Thus, while L1-to-L2 transfer effects are
undoubtedly an important part of L2 processing, an elaborated account of L2 learning must also
account for the fact that native-like processing of the target language no longer seems as elu-
sive as it once did. To reconcile these facts, many researchers have begun to see L2 learning as
fundamentally dynamic, and to focus their efforts on probing the limits of this dynamic process.

In line with the view that L2 learning is fundamentally dynamic, recent studies have also
affirmed the fact that, counter to what one might assume, the L1 is similarly dynamic, and
this appears to be the case for all levels of linguistic representation. Bice and Kroll (2015),
for example, presented evidence that access to L1 lexical representations is affected by the
existence of the L2 even at early stages of L2 acquisition; work by Chang (2012) has simi-
larly demonstrated that L1 phonetic categories are susceptible to L2 influence as early as the
onset of L2 acquisition; and work by Dussias and Sagarra (2007) has shown that prolonged
immersion in a second language environment can ultimately result in transfer of syntactic
parsing preferences from the L2 to the native language. It is not yet clear how the influence
of the L2 on the L1 may differ depending on the type of linguistic structure or process being
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examined, whether or how proficiency plays a role in mediating this influence, or what factors
may encourage versus discourage such transfer effects. For example, the discussion in Bice
and Kroll (2015) focuses on learners’ ability to inhibit the more dominant language, while
Chang (2013) proposes that it is the novelty of recently experienced L2 exemplars that may
play a crucial role. These proposals are not necessarily mutually exclusive, and much work
remains to be done in order to understand the relative contribution of the relevant factors.
Taken together with recent findings demonstrating the possibility of native-like processing of
the L2 even for late learners, though, the emerging picture is one of a highly integrated and
plastic linguistic-cognitive system that in many cases remains capable of accommodating and
supporting new language learning.

Why psycholinguists are excited about studying code-switching

A recurring theme in the preceding sections is the idea that psycholinguistics is in a period of
reorientation toward the ways in which language processing is variable, dynamic, and continu-
ally susceptible to the influence of new linguistic experience. Along with this reorientation,
psycholinguists have recently begun to turn their attention to bilingual code-switching. For
the purposes of this discussion, we define code-switching as any multilingual speaker’s use of
two or more languages within a single conversation. In some sense, of course, psycholinguists
could be seen as a bit ‘late to the party’ on this topic, since linguists have been studying code-
switching for years (e.g., see chapters in this volume and references therein). But given the
current state of the field, there is good reason for psycholinguists to turn their attention to code-
switching now. For one thing, one consequence of the parallel activation of the bilinguals’ two
languages is the ability of highly proficient bilinguals to code-switch. The ubiquity with which
certain bilingual communities engage in code-switching challenges the strong unilingual per-
spective prevalent in psycholinguistics research. Code-switching requires the seamless and suc-
cessful integration of two grammars at multiple linguistic levels, i.e., phonology, morphology,
syntax, and discourse; consequently, how bilinguals systematically engage and disengage their
languages in real time becomes a new and important avenue of inquiry for understanding bilin-
gual sentence processing and language control. There is yet another reason for studying code-
switching in the lab. Code-switching research in linguistics has focused to a lesser extent on
the comprehension of code-switched sentences. This gap is significant given that code-
switching is ubiquitous in some bilingual communities. Research has instead focused almost
exclusively on production in both theoretical and sociolinguistic frameworks. For bilingual
listeners or readers, however, switches can be unexpected and thus potentially more difficult
to process than within-language sentences. This observation has given rise to two main threads
of inquiry in the study of code-switching. One is whether integrating code-switched speech is
costlier than unilingual sentence processing (see for example, Adamou and Shen, 2019; Gul-
lifer, Kroll and Dussias, 2013); the other one is how bilinguals adapt their parsing strategies
to better anticipate upcoming code-switches. The first approach typically pairs code-switched
stimuli with unilingual stimuli and tests whether integrating code-switched text or speech
is costly relative to non-switched or unilingual speech/text. The second approach, which
is emerging in the neuro- and psycho-linguistic study of code-switching, is how bilinguals
adapt to rapidly integrating code-switched speech. Both approaches are novel in that they
assume that regardless of whether code-switching results in switch costs, bilinguals engage in
it. Therefore, bilingual code-switchers must adapt their parsing strategies in order to accom-
modate to this linguistic behaviour. This observation has created a perfect storm for advancing
the study of code-switching.
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Much as we argued that the bilingual speaker is an encapsulation of many issues criti-
cal to the understanding of language processing more generally, we would also argue that
code-switching is not only an interesting phenomenon in and of itself: code-switched lan-
guage provides a perfect venue for asking questions concerning the ways in which speak-
ers’ day-to-day experience with their language impacts their language processing behaviour.

The immediate consequences of language contact in the bilingual mind

In the preceding section, we considered how traditional claims about dual language processing
have been modified by discoveries about the plasticity of the bilingual’s two languages and
resulting variation. The dynamics of cross-language exchange have profound consequences
for the way in which each language is processed as learners first acquire an L2 and once indi-
viduals are proficient bilinguals. But the consequences extend beyond language processing
because language processing engages cognitive and neural resources that reshape not only the
language system but also the domain general cognitive networks that support it.

A key discovery in the studies of bilingual brain structure and function is that the two lan-
guages are largely supported by the same neural tissue (e.g., Perani and Abutalebi, 2005; but
see Xu et al., 2017). As we noted earlier, the evidence on language processing in bilinguals
suggests that there are dynamic interactions across a bilingual’s two languages at every level
of processing, from lexicon to grammar to phonology. The questions that have framed the
research at each of these levels, and that are alluded to in the preceding section, have focused
on how each language reflects the contact and interaction with the other language. Critically,
bilinguals also have to develop the ability to negotiate the interactions and resulting competi-
tion that result from these cross-language exchanges. In other reviews, we have character-
ized bilinguals as model mental ‘jugglers’ who can negotiate these interactions with ease,
enabling proficient performance in each language alone but also switching languages when
the circumstances make it required or appropriate (e.g., Kroll et al., 2012; Kroll and Navarro-
Torres, 2018). What are the cognitive and neural resources that support bilingual performance?
A series of recent studies has demonstrated that domain general resources are recruited to
enable monolinguals and bilinguals alike to resolve competition that arises from ambiguities
at both the syntactic and lexical levels (e.g., Hsu and Novick, 2016). These studies typically
involve dual task designs in which a conflict resolution task, like the Stroop task, is combined
with a language processing task, like resolving a syntactically ambiguous sentence. The dual
task paradigm, in its various forms, makes it possible to observe the recruitment of cognitive
resources on the fly, as language processing is in progress. What we see is that demands on
language processing that introduce conflict also increase demands on cognitive resources. For
bilinguals, the interactions between the two languages create a continual situation of having
to navigate the joint activation of the two languages and decisions about when each language
should be spoken and with whom. Models of bilingual control assume that these factors deter-
mine how cognitive resources are recruited to effectively change bilingual minds and brains
relative to those of their monolingual counterparts (e.g., Green and Wei, 2014). However, the
resulting dynamics are complex, because bilinguals use the two languages in different contexts
and for different communicative purposes.

The long-term consequences of language contact in the bilingual mind

Many studies have now asked whether and how the engagement of cognitive resources when
two languages are in frequent contact might create special circumstances for bilinguals across
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their lives. Although there has been controversy about the consequences of bilingualism for
cognition and for the neural mechanisms that support it (e.g., Garcia-Pentén et al., 2016),
there is overwhelming evidence that suggests that the use of two or more languages tunes
those aspects of cognitive function that support proficient language use. Notably, much of the
research that has been critical of the claim that bilingualism confers cognitive advantages has
focused on a narrow range of executive function tasks that ask the simple question of whether
bilinguals, regardless of who they are and how they use the two languages, outperform mono-
linguals in behavioural measures of executive function. Finding that we sometimes see differ-
ences between bilinguals and monolinguals and we sometimes do not seem surprised given the
research on variation in language processing that we have mentioned earlier. Some bilinguals
code-switch frequently with others and other bilinguals use their two languages in different
contexts. Some bilinguals live immersed in the second language environment, whereas others
acquire and use a second language in the context of their native language. Some bilinguals
acquired the two languages from birth and others begin to learn a second language as adults.
The more recent studies suggest that it is not a matter of a simple bilingual advantage or not
because individuals come to be bilingual in many different ways and use the two languages in
ways that differ in the demands that they make on cognitive resources (e.g., Pot, Keijzer and
de Bot, 2018).

What we see is that within the first year of life, exposure to more than one language begins
to change the processing of speech in ways that open the language system more broadly (e.g.,
Werker, 2012) and that begin to affect the development of brain functions for cognitive con-
trol (e.g., Ferjan Ramirez et al., 2017). Although little is known about the trajectory of these
changes from infancy through adulthood, by the time of old age, bilingualism appears to con-
fer a set of remarkable protections against cognitive decline in healthy older adults (e.g., Bia-
lystok, Craik and Freedman, 2007; Alladi et al., 2013).

If the evidence is compelling that language contact in bilinguals has extended consequences
for the mind and brain, then why has there been controversy in the literature? We and others
have argued (e.g., Fricke et al., 2019) that a remarkable feature of the body of work on the con-
sequences of bilingualism is that it largely ignores the nature of language contact itself. Most
studies that assess the consequences of bilingualism have compared bilinguals and mono-
linguals without consideration of language use beyond self-assessed measures of language
proficiency. The result is an extensive body of correlational research that fails to identify those
aspects of language use that may determine the consequences of bilingualism. To have a causal
account of how language contact may create the circumstances that give rise to changes in the
mind and brains of speakers, we need to have a full account that specifies how the mechanisms
of language processing relate to cognition under different circumstances of language use.

3. Research methods to study language contact in lab

Lab-based studies of bilingualism have employed a range of behavioural and neuroscience
methods to examine the way in which bilingual readers, listeners, and speakers negotiate
the presence of two languages in a single mind. As mentioned earlier, because the language
systems of bilinguals are not independent, there is a critical question about how bilingual-
ism affects basic aspects of language processing. In this section, we will discuss a number
of research methods that have been employed to reveal the type of cross-language interac-
tions that are a hallmark of bilingual language processing. Before we move to describe these
methods, it is important to note that our discussion will necessarily be restricted to research
on bilingual language comprehension. However, many recent findings concerning the way in
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which bilingual speakers produce words and sentences in each of their languages are largely
consistent with results demonstrating the parallel activation of the two languages of bilin-
gual speakers. Our discussion will focus on the most frequently employed behavioural para-
digms and neuroscience methods: reaction time methods, self-paced reading, eye-tracking
during reading, eye-tracking during spoken language comprehension, and the recording of
brain activity. Our aim is to highlight the type of methodological cross-pollination in bilingual
lab-based research that has led to discoveries about what it means to be bilingual. Our approach
will be to provide a brief overview of each method and to discuss some of the recent findings
in the bilingualism literature that highlight how the method has helped researchers inform key
issues in bilingual language processing. We will focus on three such issues, which were dis-
cussed earlier: cross-language activation and language non-selectivity, the malleability of the
native language system, and the role of variation in the processing of code-switched language.
We note that each of the methods described here have been used to investigate major areas of
bilingual research activity in experimental psycholinguistics: how bilinguals recognize words
when they are spoken or read in each language; how the sounds of each of the bilingual’s two
languages are processed when they are heard or spoken; how the grammatical structures and
preferences associated with each of the bilingual’s languages are affected by the presence of
both languages. Within each of these topics our review will necessarily be brief, but we hope
to illustrate the logic of the experimental approach in a way that will provide a useful guide to
the primary literature.

Response-time techniques

Response-time techniques measure the amount of time that elapses from the moment par-
ticipants perceive a stimulus to when they give a response in some way or another (typically
through a button or keyboard press). In general, tasks that require a simple response (such as
lexical decision, masked priming, picture-word Stroop, semantic relatedness judgments), a
choice (e.g., press the blue button if you hear a unilingual sentence and press the red button if
you hear a code-switched sentence) or a selection (e.g., press a button if you hear a unilingual
sentence, otherwise, don’t do anything) are all instances of response-time techniques. The
dependent measure in a response-time experiment is reaction time (RT), which is known to be
modulated by at least three factors: perception of the stimulus, processing of the stimulus, and
the response (itself influenced by the motor agility to respond to the stimulus).

Response-time paradigms such as the ones just mentioned have been used extensively to
examine visual word recognition, spoken word recognition, and spoken word production in
bilingual and multilingual speakers (e.g., Schwartz, Kroll and Diaz, 2007). And tasks as sim-
ple as lexical decision have provided the context in which a set of factors can be manipulated
to determine whether only one or both languages are active when a string of letters is pre-
sented. In lexical decision, a string of letters (e.g., piano) is presented on a computer screen,
and participants are asked to indicate whether the string forms a real word or not via a button
press. Speed and accuracy are recorded. When the string is a real word, the speed and accuracy
with which participants respond is influenced by the lexical characteristics of the work (e.g.,
part of speech, word length, lexical frequency, number of syllables, number of phonemes,
number of orthographic neighbours, number of phonological neighbours, imageability of the
word, etc.). When the letter string does not form a real word, it is typically a legal nonword
in that it is pronounceable and follows the spelling rules of the language (e.g., fendle). The
inclusion of legal nonwords is important to ensure that the mental lexicon itself is accessed to
determine whether the word is known.
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Interestingly, one of the most well-established findings in the bilingual literature — that
each of the bilingual’s two languages activates the other even when only one of the languages
is in use — comes from studies that have used response-time techniques. The logic in these
studies has been to exploit similarities that exist across languages in orthography or phonol-
ogy. For example, Spanish and English have many words that are identical or very similar in
their spelling patterns and carry the same meaning. Such cognate words provide an ingenious
way to test whether bilinguals are able to function monolingually in performing a task such as
lexical decision. In Spanish and English, the words ‘piano’ and ‘banana’ are cognates because
they have the same spelling and meaning in both languages. Other cognates, such as ‘blusa’
in Spanish and ‘blouse’ in English are similar, but not identical, in the two languages. If bilin-
guals function as monolinguals in the sense that they access a word in one language without
activating the other language, then lexical decision performance for cognates should be no
different than lexical decision for words that do not share characteristics between the two
languages. In other words, a Spanish-English bilingual performing a lexical decision task on
English words should not be influenced by the fact that the same cognates also exist in Span-
ish. Moreover, bilinguals should not perform any differently on cognate words when compared
to monolinguals. However, many experiments (e.g., van Hell and Dijkstra, 2002) show that
bilinguals are in fact faster to decide that a string of letters is a cognate — a finding typically
referred to as the cognate facilitation effect.

Although many of the bilingual results obtained using response-time techniques are still
broadly accepted, some of the findings have also been questioned on the basis of distortions
that are introduced by the conscious process of decision-making. There is, however, recent
evidence from lab-based studies using methods such as the recording of brain responses to
investigate the neural basis of bilingual word recognition, that provide support for the obser-
vation that there is parallel activation of the bilingual’s two languages (e.g., Thierry and Wu,
2007). There is also compelling evidence from word recognition tasks such as word naming,
lexical decision, and reading while eye movements are tracked, demonstrating that even when
language ambiguous words, such as cognates, are not presented in isolation but are instead
embedded in sentences, the information that the sentence is only in one language is not suf-
ficient to create language-specific conditions that functionally allow bilinguals to read or lis-
ten to speech as if they were monolingual. The point of these examples is that response-time
techniques, despite being less intricate than other more sophisticated methods such as brain
imaging and electrophysiological techniques, have produced a number of key findings about
what it means to be bilingual which have stood the test of time.

Self-paced reading

The self-paced reading task is, in essence, a type of response-time task. In a typical self-paced
reading experiment, a stimulus sentence is presented on a computer screen, segmented into
words or phrases that are displayed one at a time. Participants initiate the experiment by press-
ing a trigger (e.g., key on a button box or on a computer keyboard). This action brings up the
first segment (or display). Participants read the segment, press the trigger to request the next
display, and continue performing the same action until they reach the end of the sentence. The
measure of interest is the time that participants spend reading a critical word or phrase com-
pared to a control condition. In one variation of the self-paced reading task known as the read-
ing moving-window (Just, Carpenter and Woolley, 1982), the display on the computer screen
moves from left to right in tandem with each trigger press to allow the words of the sentence
to occupy the same position on the screen that would surface if the sentence were displayed

35



Paola E. Dussias et al.

as a whole. Each letter, except from the letters of the word in current view, is replaced with
a dash (or similar ‘place holder’). In the reading moving window paradigm, the text can be
presented cumulatively (previously read words remain on the screen as new ones are added) or
non-cumulatively (only a single word or segment is displayed at a time, with all preceding and
successive words hidden from the participant’s view). Because the cumulative version has the
disadvantage that participants may press the trigger to display all the words in a sentence, and
only later initiate the actual reading task, researchers typically favour non-cumulative displays
over cumulative ones.

Although one advantage of the moving window task is that it allows for the collection of
word-level reading times, thereby allowing researchers to identify the specific loci of process-
ing difficulty, a criticism levelled against the self-paced reading task is the likelihood that
participants’ reading strategies are influenced by the type of segmentation employed by the
experimenter (Gilboy and Sopena, 1996). A second objection is that it relies on a secondary
task (a button or a key press) to produce the dependent measure. These, and other factors, have
led researchers to favour methods that provide a richer body of data than the single latency that
results from self-paced reading. In the next section, we discuss a few of the measures that have
allowed researchers to determine with more precision the existence, locus, and time course of
processing difficulty in bilingual speakers.

Eye-tracking during reading

Among the techniques that psycholinguists employ to study the interaction of two languages
in the bilingual mind, the recording of eye movements is a popular method. This is in part
because several decades of eye-movement research during reading have generated very
detailed information about how visual information is processed while our eyes move across
a line of text (Rayner, 1983). For example, when text becomes more complex or contains
uncommon words, eye fixation duration increases and saccade length (i.e., small jumps made
by the eye to move through text) decreases. Unexpected words also have immediate effects
on fixation duration. We know that readers tend to look longer at unpredictable words than
predictable words, and they skip over predictable words more frequently than unpredictable
words. Similarly, high frequency words decrease fixation duration (e.g., Rayner and Pollatsek,
1987) compared to lower frequency words, even when both types of words are matched for
length, number of syllables, meaning, and sentence frame. What is critical for researchers is
that the sensitivity of eye movements to the characteristics of the text can be captured in the
gaze duration of readers (i.e., the initial amount of time a reader spends in a region from first
entering it until the eyes move to another word). Eye movements are likewise influenced by
variations in the content of the text. To illustrate further, in sentences that are syntactically
ambiguous, when disambiguating information is inconsistent with the syntactic interpretation
assigned by a reader, there is considerable disruption in eye movement (e.g., more eye regres-
sions to the difficult material in the text). The fact that inconsistencies associated with the
structural analysis of a particular word or words are noticed by readers as soon as they arise
provides support for the immediacy assumption — the assumption that readers do not wait to
interpret text until a number of words have been encountered, but rather interpret each word
of a text as soon as it is encountered. Another major advantage of the eye-movement record-
ing technique is that it allows researchers to obtain evidence about sentence comprehension
moment by moment, as processing unfolds, without significantly altering the normal charac-
teristics of either the task or the presentation of the stimuli. In addition, to obtain the dependent
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measure, participants are not required to perform a secondary task (such as a button or key-
board press, name a word or a picture) that might disrupt the normal comprehension process.

Many recent studies using eye-tracking methods during reading have contributed to
a nuanced understanding of how the languages of bilingual and multilingual speakers are
processed in an integrated language system in which there is extensive interaction. In Dus-
sias and Sagarra (2007), for example, monolingual Spanish speakers and Spanish-English
bilinguals with limited and extended immersion experience in their L2 English read syntacti-
cally ambiguous Spanish sentences containing a relative clause that was preceded by a noun
phrase (NP) with two potential attachment sites (e.g., Arrestaron a la hermana del hombre que
estaba enferma/Someone arrested the sister of the man who was ill,,). For these structures,
past research has shown that Spanish speakers attach the ambiguous relative clause (e.g., que
estaba enferma/who was ill.,,) to the first noun (hermana ‘sister’; NP1). Conversely, English
speakers resolve the ambiguity in favour of the second noun (man; NP2). Dussias and Sagarra
found that Spanish monolinguals and bilinguals with little immersion in the L2 environment
attached the relative clause to the first noun, a finding that replicated prior research (Carreiras
and Clifton, 1999). Critically, the bilinguals who had been living in an environment in which
English was predominant, initially attached the relative clause to the second noun, and revised
their interpretation once they realized that it was incorrect. In other words, for these speakers,
exposure to a preponderance of English constructions that favours NP2 resolution rendered
this interpretation more available, resulting in an NP2 preference when reading in their first
language.

The observation that exposure to L2 parsing strategies may come to affect L1 parsing
highlights the dynamic nature of the linguistic system and provides support for experience-
based models of sentence processing (e.g., MacDonald, 2013 and references therein), given
the assumption within these models that frequency-based exposure is crucial to parsing. If the
parser’s configuration is related to intense language experience, bilinguals’ parsing prefer-
ences are expected to change as a function of the frequency with which the relevant structure
appears in the environment. Subsequent studies have demonstrated that this type of shifting is
in fact a natural consequence of the inherent flexibility of the language, but importantly for the
purposes of this illustration, the Spanish-English speakers showed a robust preference which
emerged in eye-tracking records of the participants.

Eye-tracking during spoken language comprehension

Although reading processes have provided important insights into the mechanisms involved
during bilingual language processing, one may wonder whether the processing characteristics
uncovered to date are specific to reading or can be generalized to spoken-language compre-
hension. One experimental methodology that has had great success in research on auditory
language processing is the visual world paradigm (e.g., Allopenna, Magnuson and Tanen-
haus, 1998). The visual world combines experimental designs typically employed in eye track-
ing with spoken language comprehension studies, and has successfully been used to answer
research questions related to virtually any area of spoken language comprehension (for a
review, see Huettig, Olivers and Hartsuiker, 2011). Researchers have also been able to extend
the use of the visual world paradigm into the realm of language production and message gen-
eration to answer questions about temporal links between eye movements and speech plan-
ning. The paradigm has also been used in research with children (e.g., Trueswell et al., 1999)
as well as in studies involving bilingual speakers (e.g., Hopp, 2012).
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In a typical visual world experiment, auditory material is concurrently presented with a
related visual scene containing pictured objects that are displayed on a computer screen. The
auditory material plays spoken instructions related to the objects (e.g., click on the candy)
which participants are asked to follow. During the experiment, participants’ eye movements to
the objects are monitored as the object name mentioned in the instruction unfolds over time.
Researchers using the visual world paradigm look for the presence of competitor and antici-
patory effects relative to a neutral baseline. Competitor effects are taken to reflect delayed
processing, whereas anticipatory effects are interpreted as indexing facilitated processing.

The critical manipulation in bilingual studies examining competitor effects is the pres-
ence of objects whose spoken name in one language is phonologically similar to the name of
an unrelated object in the other language. The goal of these studies has been to ask whether
bilingual speakers activate words from their two languages in parallel when they hear words in
one language alone. To illustrate, in Spivey and Marian (1999), L1 Russian speakers proficient
in English heard the instruction ‘Put the marker below the cross’ in the presence of a visual
display that contained four objects: a marker, a stamp (whose translation in Russian marka
shares initial phonetic features with the English marker), and two other objects whose English
and Russian names had no phonetic similarity to the target word. Findings showed that when
Russian-English speakers heard the word marker in English, they were likely to also look at
the Russian between-language competitor marka. This result, replicated with L2 speakers of
other language backgrounds, suggests that bilingual listeners do not appear to be able to deac-
tivate the irrelevant mental lexicon.

Facilitatory effects in visual world studies with bilingual speakers have been used to exam-
ine the type of L1 ‘reconfiguration’ that has served as evidence in support of the plasticity of
the native language. For example, Valdés Kroff et al. (2017) considered the social context in
which code-mixing occurs to ask whether intense contact with Spanish-English code-switched
speech had consequences for the processing of grammatical gender in the participants’ L1
Spanish. The processing of grammatical gender was chosen because researchers have consist-
ently documented that in some Spanish-English bilingual communities, the Spanish masculine
article e/ surface with English nouns whose Spanish translations are masculine or feminine
(e.g., el juice/Spanish jugo . sc; €l cookie/Spanish galleta,]. In contrast, mixed NPs with
the Spanish feminine article /a are less frequent, and only surface with English nouns whose
Spanish translations are feminine (e.g., la cookiey,,, but never la juice ;). These production
asymmetries, to which many Spanish-English bilinguals are exposed, stand in marked contrast
to monolingual Spanish, where grammatical gender is obligatorily encoded and not inter-
changeable, and the distribution between masculine and feminine nouns in Spanish is roughly
half. Given the asymmetry observed in production data, it seemed plausible that the gender-
marking of articles would facilitate to a lesser extent the processing of code-switched speech.

To investigate this, the eye movements of Spanish-English bilinguals were recorded while
they heard Spanish-only sentences. Participants saw pairs of objects displayed on a computer
screen in non-informative contexts (i.e., when the gender of the two pictures was the same, and
thus participants must wait to hear the onset of the target word to follow the spoken instruc-
tions), and in informative contexts (i.e., when the gender of the two pictures was different, and
so the target noun could be anticipated by paying attention to the grammatical gender encoded
in the determiner). Pictures were presented while participants listened to Spanish sentences
[e.g., Encuentra el libroy,,.. ‘Find the book’ in the presence of a book and a bed cama,,,].
Results showed that in informative contexts, the gender information present in the deter-
miner was used anticipatorily only when the article was feminine. When it was masculine,
participants did not launch anticipatory looks but rather waited to hear the noun. The fact that
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masculine trials showed no anticipatory effects suggests that immersion in a code-switching
environment impacted the strategies that bilinguals use to employ gender anticipatorily in
Spanish, their native language.

With these examples, our goal has been to illustrate that the use of eye-tracking during
reading and spoken language processing has raised the prospect of addressing increasingly
subtle questions in bilingual lab research: as the nature of the research questions have become
more refined, the need for more sophisticated on-line behavioural measures, such as the recod-
ing of eye-movements, has become central.

Electroencephalography (EEG)

Behavioural techniques, including eye-movement records and reaction time methods, despite
providing important insights about the temporal flow of information, can leave questions unan-
swered about the relationship between the dependent measures and the cognitive processes
underlying syntactic and sematic processing. That is, slower reading in reaction-time studies
or longer fixation durations in eye-tracking studies do not unambiguously provide informa-
tion about the time course of particular component processes (Carreiras and Clifton, 2004).
In addition, longer eye fixations and increased regressive eye movements have been shown to
occur in the vicinity of syntactic or semantic anomalies, making it challenging to differentiate
whether a particular response is due to the detection of a syntactic or a semantic irregularity.

One method that has been used to examine whether bilingual language processing is fun-
damentally similar to or different from native language processing is electroencephalography
(EEG). Time-averaged event-related potentials (ERPs) derived from EEG are useful because
the brain’s electrophysiological responses have been found to be sensitive to language-related
events and also to the linguistic levels (i.e., semantic vs. syntactic) of anomaly of these events.
For example, past studies have shown that neurophysiological responses related to the pro-
cessing of semantic information, including plausibility information, elicit a negative-going
waveform peaking at around 400 ms after the onset of the target word — the so-called N400.
The N400 is part of the typical electrical brain activity that arises when semantic expectancy
is violated, such as when readers encounter a stimulus that is semantically anomalous or that
is semantically congruent but has a low cloze probability. The N400 has been reported when
readers encounter words that do not fit the semantic context of a sentence (for a review, see
Kutas and Federmeier, 2011), as would be expected, for example, when an optionally transi-
tive verb is followed by an implausible direct object (e.g., The scuba diver discovered the
headache was caused by changes in. . .). Grammatical and syntactic violations, on the other
hand, sometimes give rise to a positive deflection that peaks at around 600 ms post-stimulus
onset, and that is evident over the midline and posterior regions of the scalp (P600; Osterhout
and Holcomb, 1992).

An important caveat of the ERP research with bilingual (and monolingual) speakers is
that the interpretation of the ERP effects rests on the assumption of homogeneity across indi-
viduals. However, recent evidence has shown that ERP responses are sensitive to individual
differences both in the L1 (Pakulak and Neville, 2010) and in the L2 (Tanner et al., 2013).
Given this, a central aspect of the study of bilingual language processing in the lab should
be the role of the speakers’ linguistic experience and of variation in the input that they are
exposed to (see discussion in Boland et al., 2016). To illustrate this in the context of code-
switching, recent evidence suggests that bilinguals who code-switch are more sensitive to
code-switching structures that are consistent with attested distributional patterns and therefore
demonstrate facilitated processing as compared to unattested code-switches (e.g., Adamou
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and Shen, 2019). Conversely, bilinguals who do not frequently code-switch should not show
differential processing to attested vs. unattested code-switches, as these code-switches are
virtually all unattested to bilingual non-code-switchers. Indeed, recent studies have shown
that distributional regularities involving attested code-switching patterns act as cues heighten-
ing the probability of upcoming switches (e.g., Fricke, Kroll and Dussias, 2016). Moreover,
these observations also predict variability among speakers who engage and do not engage in
code-switching. To illustrate this approach, Beatty-Martinez and Dussias (2017) conducted a
study using two groups of bilinguals who differed in code-switching experience. The goal of
the study was to examine the consequences of adaptation to language processing across differ-
ent communities of speakers. The first experiment analyzed ERPs to compare the processing
of code-switches that were either rarely attested or commonly attested in bilingual corpora
from a habitual code-switching community. For code-switchers, rarely attested code-switches
evoked an N400 effect in comparison to common code-switches, suggesting greater difficulty
with lexical integration. Non-code-switchers, on the other hand, processed these two types
of code-switches similarly. These findings underscore how the processing of code-switched
language largely depends on bilinguals’ language experience, in other words, on the type of
code-switching strategies available in the speakers’ discourse environment.

4. Future directions

We have shown that lab-based studies of bilingual language processing have revealed much
about how the two languages of a bilingual interact with one another in the bilingual mind.
There is ample evidence of shared syntactic representations in bilinguals and multilinguals
alike (Hartsuiker, Pickering and Veltkamp, 2004; Kantola and van Gompel, 2011), an ever-
growing literature on the interaction between bilingualism and cognition and the effects the
former may have on the latter (e.g., Kroll and Bialystok, 2013), and a large number of stud-
ies investigating language contact at its perhaps most intimate: code-switching (Adamou and
Shen, 2019; Beatty-Martinez and Dussias, 2017; Guzzardo Tamargo, Valdés Kroff and Dus-
sias, 2016; Johns, Valdés Kroff and Dussias, 2019). Using a variety of methodologies, from
lexical decision, to EEG, to eye-tracking, psycholinguists have gained a better understanding
of the neural and cognitive mechanisms underlying bilingual language use.

A feature that has been notably lacking from lab-based studies is the consideration of the
social context in which bilinguals use their two languages. While some influential cognitive
models have attempted to capture these different contexts (e.g., Green and Wei, 2014), the
incorporation of sociolinguistic insights into the lab-based study of bilingualism is recent.
Green and Wei (2014), in their Adaptive Control Model, have taken into consideration the
social contexts in which languages are used, to propose that the environment in which bilin-
guals finds themselves plays a large role in shaping the cognitive control mechanisms that
oversee language selection. While bilinguals who tend to speak only one language at home and
another language outside the home may engage in a more ‘competitive’ control mode (where
only one language is selected at a time), bilinguals who engage in regular code-switching may
be more adept at using an ‘open’ control mode (with both languages active).

Aside from the studies described here, most work on bilingual language processing and
language production in the lab has largely eschewed the social contexts in which bilin-
guals actually use their two languages. Given that language is an inherently social act, and
bilingual language use is certainly no exception, the lab-based study of bilingualism stands
to benefit greatly from the incorporation of sociolinguistic insights into both the interpre-
tation and design of experiments. This may be accomplished, we propose, by turning to
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perhaps one of the most widely used approaches to language contact outside of the lab:
the variationist approach.

Used for decades to study both monolingual speech patterns as well as determine the locus
of language contact phenomena, the variationist approach uses conditioned rates of usage of
particular variants (be them phonetic, morphological, or syntactic) to determine which vari-
ants are preferred (or dispreferred) in particular contexts (be them phonetic, morphological,
syntactic, or social). Importantly, this approach relies on spontaneous speech rather than elic-
ited speech to more accurately reflect the ways in which individuals use their language(s).
Variationist approaches to language contact have been used to study, among many other top-
ics, subject expression in contact varieties of Spanish (e.g., Otheguy and Zentella, 2011), the
use of lone English-origin words in otherwise Finnish speech (Poplack, Wheeler and West-
wood, 1989), and the utterance-final intonation contours of Catalan-Spanish bilinguals
(Simonet, 2011). Of particular importance to variationist approaches to language is the role of
linguistic experience in language use: namely, the ways in which language is represented and
used is based in large part on the experiences of the individual and the practice of the speech
community in which individuals find themselves. The findings just summarized show that
sociolinguistic data can explain the results of lab-based studies of bilingual language process-
ing (e.g., Johns, Valdés Kroff and Dussias, 2019) and highlight the importance of understand-
ing production patterns in bilingual speech; specifically, when experimental design deviates
significantly from what bilinguals encounter in spontaneous productions, the generalizability
of results is affected.

It is important to note that the study of variation in language processing is not necessarily
a new phenomenon; instead, its application to bilingualism and language contact in the lab
has only recently begun to emerge. Monolingual studies of the effects of linguistic experience
on processing have been conducted since the early and mid-2000s. For example, previous
research has found that object relatives in English (e.g., The boy that the girl hit. . .) are more
difficult to process in general than subject relatives (e.g., The girl that hit the boy. . .). Wells et
al. (2009), however, found that even short-term changes in exposure to object relatives can
facilitate their processing. Similarly, Fraundorf and Jaeger (2016) found that readers unfa-
miliar with the needs + past participle structure (e.g., The car needs washed) initially exhibit
difficulty processing the unfamiliar structure, but over the course of a single experiment adapt
to the structure and show similar processing strategies as individuals from communities where
the needs + past participle structure is attested.

The results of both monolingual and multilingual studies of language processing discussed
here, as well as those of many other studies, show that the incorporation of sociolinguistic
data, reflective of the natural variation found in language, can be used to not only interpret
the findings of lab-based studies of language processing but also to design experiments and
experimental stimuli. We suggest that future work must consider the importance of evaluating
real language usage and experimental evidence within a single, well-defined bilingual com-
munity. Ultimately, as new questions emerge and methodologies are developed, our unifying
aim should be to stimulate an ecologically valid, holistic approach to linguistic study.

5. Further reading

Kroll, J. F. and De Groot, A. M. B. (2005). Handbook of bilingualism: Psycholinguistic approaches. New
York: Oxford University Press.
This edited volume discusses developments within psycholinguistic research on bilingualism, includ-
ing cognitive neuroscience approaches.
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Dussias, P. E., Valdés Kroff, J. R., Beatty-Martinez, A. L. and Johns, M. (in press). What language expe-
rience tells us about cognition: variable input, and interactional contexts affect bilingual sentence
processing. In: J. W. Schwieter, ed., The Handbook of the neuroscience of multilingualism, 1st ed.
Hoboken, NJ: John Wiley & Sons Ltd.

In this article, the authors argue that linguistic experience — the input that bilinguals are exposed
to and the interactional contexts in which bilinguals find themselves — serve an influential role in
bilingual language processing and thus must be integrated in lab-based studies of bilingualism.

Wei, L. and Moyer, E. (2009). The Blackwell guide to research methods in bilingualism and multilingual-

ism. Oxford: Blackwell.
This edited volume discusses the strong interdisciplinary nature that characterizes research on bilin-
gualism, and offers a practical guide to the procedures and tools for collecting and analyzing data. The
volume presents the most common procedures, methods and tools to study bilingualism and multilin-
gualism inside and outside the lab, discussing core concepts and approaches.

6. Related topics

A variationist perspective on language contact, the 4-M model: different routes in production
for different morphemes, usage-based approaches, code-switching

Abbreviations

EEG Electroencephalography
ERP event-related potentials
FEM feminine

L1 first language
L2 second language
MASC  masculine

NP noun phrase

RT reaction time
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A variationist perspective on
language contact

Shana Poplack

1. Introduction and definitions

Variability is a hallmark of speech, and bilingual speech is no exception. The variationist
perspective capitalizes on this fact, arguing that the outcomes of language contact cannot be
fully understood without considering the fine details of inherent variability — not only in the
presumed recipient of any contact effects, but in each of the languages involved. This chapter
reviews the methodological and analytical tenets associated with variationist sociolinguistics,
focusing on the type of data that is targeted for analysis and the quantitative reasoning and
standards of proof that underlie its claims. Key among methodological imperatives are the
validation of speakers in the context of their community and the primacy of actual bilin-
gual performance data, as instantiated by the compilation of bilingual corpora constructed on
scientific principles. Fundamental analytical requirements include systematic analysis of the
usage patterns that emerge from such data, contextualization of these patterns across speak-
ers, mixing strategies and contact varieties, and application of quantitative reasoning to their
interpretation. Results of independent studies that adopt the comprehensive empirical method
outlined here confirm its ability to address and resolve controversies around language contact
that have plagued scholars for decades.

1.1 The variationist paradigm

As it relates to language contact, the variationist paradigm is perhaps best characterized by
the twin notions of variability and accountability. Its core construct, the linguistic variable,
captures the phenomenon whereby a speaker employs different linguistic means to express the
same referential value or grammatical function (Labov, 1966/2006, 1969). Establishing ‘same-
ness’ is crucial; it involves locating the specific context(s) in which different variants may
alternate with no change in referential meaning, even if elsewhere they are imbued with differ-
ent senses or functions. This is known as circumscribing the variable context. Underlying this
procedure is the Principle of Accountability (Labov, 1966/2006, 1972), which requires that
each alternative way of ‘saying the same thing’ be situated with respect to every context where
it could have occurred in the relevant environment, even if it did not. A foundational working
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principle is that the structure — grammatical and social — that underlies the heterogeneity can
be inferred from the distribution and conditioning of these competing variants. Application
of the Principle of Accountability also transports the analyst from the realm of raw numbers
into that of proportions, thereby contextualizing the form of interest in discourse, rather than
relying on categorical perception or intuitions about its frequency and/or distribution. Such
contextualization is a key component of the variationist framework.

1.2 Applications to language contact

In what follows we illustrate the application of this paradigm to the three major linguistic
manifestations of language contact: lexical borrowing, multiword code-switching, and gram-
matical convergence. For the purposes of this discussion we construe language contact as a
situation in which members of a speech community access two or more languages regularly in
the course of their normal interactions. We define lexical borrowing as the act of incorporating
words originating from one language, to which we refer as the donor language (L), into the
discourse of a recipient language (L;). This characterization distinguishes the process of bor-
rowing from retrieval of already established loanwords, an operation which need not implicate
L, at all, and which in fact basically mirrors lexical access of native items. Variationist meth-
odology has revealed that the main mechanism of borrowing as defined here is the conversion
of other-language material into L, grammatical structure. The prototypical code-switch, on the
other hand, involves juxtaposition of a (usually, but not necessarily, multiword) stretch of one
language with a stretch of another. The same methodology reveals that neither language acts
as recipient in code-switching; instead, each retains the grammatical structure of its respective
lexifier (Poplack, 2018; Poplack and Dion, 2012; Poplack and Meechan, 1998a). The identity
of the grammar giving rise to these two types of language mixing (L, in the case of borrow-
ing; L in the case of code-switching) is thus their single greatest distinguishing feature. In
many cases, however, overt evidence of the operative grammar is lacking, often because the
inherent variability that characterizes the grammar in one or both languages involves null ele-
ments (e.g., Budzhak-Jones, 1998; Eze, 1997, 1998; Sankoff, Poplack and Vanniarajan, 1990).
To complicate matters, though the quintessential borrowing consists of a single word, and the
quintessential code-switch of several, neither of these mixing types is limited to these sizes.
Single-word code-switches are also theoretically possible. Differentiating them from single-
word borrowings requires the kind of systematic quantitative comparison associated with
variationist sociolinguistics (Poplack, 2018; Poplack and Dion, 2012; Poplack and Meechan,
1998a). The proper classification of language contact phenomena (and the ensuing discovery
that single-word code-switching is generally avoided in favour of borrowing) ranks among the
major contributions of this approach to the study of bilingual behaviour.

The third major outcome of language contact, contact-induced change, or convergence, is
notoriously difficult to identify (e.g., Poplack, 1997; Poplack and Levey, 2010; Poplack, Zentz
and Dion, 2012). An elementary characterization involves the attestation in a contact variety
of a feature that differs, either by its presence or absence, from its counterpart in a pre- or
non-contact stage of that variety, and is thought to have arisen due to contact with a presumed
source variety. Two key challenges in establishing convergence involve demonstrating (1) that
a bona fide change (as opposed to garden-variety variability) has in fact taken place, and if so,
(2) that it was actually contact induced. Because most changes are gradual and incremental,
this requires a methodological apparatus capable of detecting such alterations, making the
variationist framework especially appropriate for this sort of endeavour.
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2. Historical overview

The variationist approach has dominated sociolinguistics for well over half a century, but until
quite recently, its application to the study of language contact has remained sparse. Most early
work in this area, which until the late 1970s basically focused on lexical borrowing or con-
tact-induced grammatical change, was diachronic in nature, often undertaken by historical lin-
guists, and accordingly framed within the qualitative and diachronic methods associated with
that field. Another research tradition produced taxonomies of borrowed forms in a variety of
languages, but with little regard for whether, when or how they had entered the target lexicon,
or how diffused they were at the time of writing (if at all). The work of Weinreich (1953/1968),
Haugen (1950a, 1950b, 1969) and Hasselmo (1970) in the mid-twentieth century represented
a real turning point in this regard, thanks to their increased focus on the synchronic effects of
language contact (often via actual participant observation in bilingual communities), copious
illustrations of bilingual behaviours (mainly lexical borrowing and calquing, with some atten-
tion to grammatical convergence), and, especially, explicit attempts to categorize or otherwise
organize their detailed and extremely rich (not to mention entertaining) descriptions of the dif-
ferent ways in which bilinguals combine their languages. But even this work remained largely
anecdotal, with no real indication of whether the strategies described were idiosyncratic to the
speaker(s) or communities observed, or more widespread. Nor were all of them dealt with:
intrasentential code-switching, the darling of contemporary contact research, was conspicu-
ously absent. As Weinreich (1953/1968, p. 73) famously asserted, this type of language mixing
was not the province of the ‘ideal’ bilingual, who might switch from one language to another
according to changes in the speech situation, but ‘certainly not within a single sentence.’ His
influential characterization may explain why this area remained understudied (if not unstud-
ied) until decades later. Interestingly, it was the analysis of intrasentential code-switching, in
particular the work of Pfaff (1976, 1979) and Poplack (1980, 1981) that introduced the quan-
titative paradigm into the realm of language contact research. Despite the undeniable presence
of numbers, however, that work cannot accurately be qualified as variationist strictu sensu.
One reason is because ‘the crucial task in applying accountable reporting is knowing what to
count’ (Pfaff, 1979, p. 295), and in those early days researchers with an empirical bent were
still struggling with that issue. Another is that the core element of the variationist paradigm,
quantitative reasoning, was not meaningfully invoked until much later (see Section 4.2).

3. Critical issues and topics

Recognizing that many linguistic manifestations of language contact are difficult to identify
a priori and out of context, variationists have sought empirical answers to a number of ques-
tions. Notable among them are the following:

* Are all types of language mixture instantiations of the same process, or do they result
from different processes with distinct outcomes?

»  Can the behaviour of lone L -origin elements and multiword fragments both be accom-
modated under a single theory?

*  Under what conditions are L -origin items integrated into an L,, and why do some of
them appear to resist integration?

*  Does code-switching give rise to (nonce) borrowing and thence to established loanwords?

*  What is the role of the community in conventionalising language mixing strategies, and
how do these conventions interact with linguistic constraints on language mixing?
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« Is change an inevitable outcome of language contact?

*  Can contact be said to accelerate change, and if so, how can this be established?

e Which areas of the grammar (if any) are most resistant to change?

*  How can contact-induced change be recognised in bilingual discourse and how can it be
distinguished from garden-variety variability?

4. Main research methods

In this section we review the methodological and analytical tenets associated with the vari-
ationist framework that are most relevant to issues in language contact. On the data side, these
include the principled selection of participants and their situation in social context, and the
pre-eminence of spontaneous speech reflecting their actual usage; on the analytical side, the
imperative to circumscribe the object of study, and the importance of contextualization, com-
parison and quantitative reasoning in elucidating language contact phenomena.

4.1 Data

4.1.1 Community

The starting point for variationist analysis, of monolingual as well as bilingual discourse, is
the speech community, loosely defined as a group of individuals who share a set of norms
regarding the use of language (Labov, 1966/2006). In a speech community where more than
one language is spoken, these norms extend to all of them. Many may be characterized as
communities of practice (Eckert and McConnell-Ginet, 1992; Holmes and Meyerhoff, 1999),
whose members are privy to a shared repertoire of linguistic practices, even if they do not all
engage in each of them. Members alternate between the languages regularly, whether actively
or passively, not only to accommodate different interlocutors and interactions, but even with
the same interlocutors, in the same interactions and within the same conversational topic. Tak-
ing the speech community as a reference point enables researchers to consider individuals of
varying proficiencies, and distinguish idiosyncratic utterances from the systematic patterns
that characterize regular exchanges among members. Communities studied from this perspec-
tive have been found to display striking commonalities in the bilingual strategies they draw
on — the major one being lexical borrowing (Poplack, 2018), with a good deal less multiword
code-switching (Poplack and Dion, 2012) or grammatical change (Poplack and Levey, 2010).
The detailed patterning of these uses may differ from one community to the next, however,
even those featuring the same languages in comparable contact situations (Poplack, 1980,
1981, 1985; Poplack et al., 2015). Such differences as may arise are not fully predictable from
either the linguistic configuration of the languages in contact or the extra-linguistic character-
istics of the contact situation (Poplack, 1985). This fact underlines the power of community
norms in elucidating language contact phenomena (Poplack, 2018, p. 214). Adherence to com-
munity norms may result in conventionalized use of constructions considered ungrammatical
under certain theories, while violation of community norms may lead to rejection of otherwise
grammatical mixed utterances. This confounds linguistic inquiry and highlights the danger of
analyzing material out of context.

The nature and makeup of the community may also be marshalled to test hypotheses about
extra-linguistic factors often claimed to be explanatory of contact-induced phenomena; for
instance, the longer and more intense the contact, and the fewer and more marginal the speak-
ers, the greater the likelihood of language mixing and structural interference (e.g., Romaine,
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1995; Thomason, 2001; Winford, 2003; among many others). Independent variables like inten-
sity and length of contact, status of the languages in the community (minority or majority), and
size of speaker populations can be built right into the selection of communities and speakers
(e.g., Poplack, 1989; Poplack, Walker and Malcolmson, 2006), allowing the analyst to assess
empirically which (if any) may in fact be operating. Most importantly, change, perhaps the
most widely invoked result of contact, can only be established on the basis of diffusion, and
for diffusion to proceed, a community is required.

4.1.2 Speakers

Recognizing that communities are constituted of individuals of different social classes, edu-
cational levels, genders, etc., and that membership in these cohorts may affect linguistic pro-
duction profoundly, variationists seek to represent the extra-linguistic axes relevant to the
community (or the research question) by targeting specific subgroups of participants for study.
In a bilingual community, sampling protocols can be guided by hypotheses about the factors
that may affect the various contact phenomena, and speakers can be specifically selected to
represent individual dimensions of the contact axis. According to one such hypothesis, indi-
vidual level of bilingualism is inversely correlated with mastery of the minority-language
grammar, such that the greater the proficiency in the other language, the more likely the pos-
sibility of simplification or loss of minority-language linguistic structure. Another hypothesis
proposes that the incorporation of majority-language material (via code-switching or borrow-
ing) into otherwise minority-language discourse may bring with it associated grammatical
properties, and these in turn may lead to structural convergence (e.g., Backus, 2005; Thoma-
son, 2001; Winford, 2003). A speaker’s propensity to code-switch would thus be a predictor
of contact-induced change. Individual attitudes toward, and relative prestige of, each of the
languages could also affect the extent and direction of change (e.g., Appel and Muysken,
1987, p. 158; Romaine, 1995, p. 66; Thomason, 2001). These and other hypotheses can be
tested on linguistic production data provided by speakers who represent different combina-
tions of the relevant conditions, thus enabling us to ascertain which are most explanatory of
contact-induced phenomena, and which community members are most likely to lead them.
Whatever the hypothesis, speaker selection should always be informed by the recognition that
bilingual communities are typically composed of individuals with widely varying competen-
cies in the languages involved; yet as a rule, they nonetheless develop strategies to function —
to some extent — in the bilingual mode. The importance of individual bilingual ability for the
correct interpretation of bilingual behaviour cannot be overemphasized; it must be controlled
for each participant (either by stratifying the speaker sample accordingly, or otherwise iden-
tifying and accounting for individual differences at the analysis stage), even if no particular
proficiency-based conditions for sample inclusion are imposed.!

4.1.3 Speech

Once a set of speakers has been selected, variationists seek to record as much of their high-
quality bilingual discourse as possible. Good data is paramount, since whatever material is
available necessarily informs the researcher’s understanding of the extent, structure and even
existence of the phenomena under study. A specific goal is to tap into the vernacular that
characterizes casual or intimate situations: this is taken to reflect the most systematic form
of the language (Labov, 1966/2006). Access to the vernacular is also of particular practical
importance in the bilingual context, since in more formal or closely monitored speech styles
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speakers may avoid the bilingual phenomena of interest altogether (Poplack, 1981). It has
already been amply observed, for instance, that bilinguals generally do not mix their lan-
guages out of need; they do so when they deem it appropriate for the situation. An additional
motivation for analysis of the vernacular is to provide a benchmark for the structure of (the
speaker’s) L. Since bilinguals do not integrate L, items into an L, they do not speak (such
as the idealized standard language that is often implicitly appealed to when comparisons
are effected), familiarity with the vernacular L, benchmark enhances our understanding of
how speakers handle other-language material. Reference to L, turns out to be one of our
most powerful tools in resolving such refractory issues in language contact research as how
words are borrowed, whether contact-induced change has occurred and the extent to which
other-language structures at all levels of the grammar have been integrated, among many
others.

4.1.4 Corpus

The most fertile means of exploiting data, especially bilingual data, is via a corpus. The cor-
pus is typically a finely transcribed representation of the recorded speech of the individuals
preselected for study. To the extent that corpus builders attend to issues of accessibility and
searchability, interrogating the corpus can be a comparatively quick and easy way to locate
the often elusive and infrequent contact phenomena of interest within a sea of unmixed dis-
course. Another advantage of well-structured corpora is that they can be marshalled to target a
wide variety of research questions, provided that the initial criteria for sample constitution are
principled. Any linguistic phenomenon can be used to advantage for this purpose, whether or
not it was suspected to be a product of contact at the outset. For example, in the Ottawa-Hull
French corpus (Poplack, 1989) or the corpus of Spoken Quebec English (Poplack, Walker and
Malcolmson, 2006), a variety of linguistic variables (e.g., pro-drop, preposition stranding,
auxiliary alternation, subjunctive expression, etc.) have been successfully deployed to test
the effects of extra-linguistic factors, because each speaker instantiates a point on the relevant
continua (Leroux and Jarmasz, 2006; Poplack, Zentz and Dion, 2012). Where cohorts repre-
senting the different independent variables (e.g., minority vs. majority status) display different
patterning of variation, it may be inferred that that variable is operative (in some capacity,
depending on its direction of effect; see Section 4) in contact-induced change.

To summarize, the commitment to speakers and their vernacular speech is perhaps most
emblematic of the variationist paradigm, and happily, these considerations have been gaining
a good deal of traction amongst language contact researchers. This has resulted in the cur-
rent predilection for bilingual speech corpora, of which there are now a considerable num-
ber, covering a wide variety of language pairs in many different locations (e.g., Adamou,
2016; Backus, 1996; Bullock and Toribio, 2013; Deuchar et al., 2014; Gardner-Chloros, 1991;
Guzman et al., 2017; Nortier, 1990; Otheguy, Zentella and Livert, 2007; Torres Cacoullos and
Travis, 2018; Treffers-Daller, 1994, among many others). This is good news for description,
fact-finding, and observation, even if systematic cross-linguistic and/or cross-corpus com-
parison and validation of the same language-contact phenomena remain the exception rather
than the rule. However, data, corpora, and the methodological desiderata for obtaining them
are basically only conduits to the real business of variationist sociolinguistics: analyzing the
structure of variability. This structure, often expressed in terms of the constellation of factors
that together conspire in the choice of one variant over another, can then be rallied to address
many key questions about language contact, through quantitative reference to both speakers
and data.
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4.2 Analysis

4.2.1 Quantitative analysis and quantitative reasoning

Some researchers have in fact generated numbers out of their materials, reporting rates of
various contact phenomena and in some cases correlating those rates with the speakers who
produced them. But relatively few have applied the quantitative reasoning (Labov, 2004) asso-
ciated with the variationist paradigm to the analysis and interpretation of the data they collected,
and even fewer have availed themselves of what many practitioners consider its most valuable
appurtenance: the capacity to decide amongst competing theories of bilingual behaviour.

One reason may stem from the fact that strict application of the construct of ‘linguistic
variable’ to language contact data is not straightforward. A variable — the centrepiece of the
variationist paradigm — is conceptualized as a linguistic entity that can be expressed by two
or more competing variants, and defining it requires establishing a closed set consisting of
an ‘application value,” which is construed as alternating with one or more ‘non-applications.’
These alternating variants may both be overt (as with French auxiliary avoir vs. auxiliary étre)
or one may be null (e.g., AAVE @ copula vs. contracted and full counterparts). The axioms
of probability theory are then applied to determine which variant is preferred in a given con-
text. Such alternations generally occur at the phonetic, phonological, morphological, and (less
often) syntactic levels. In bilingual speech, where the elements of interest are often located
at the discourse level, determining the non-application value of, say, a code-switch or a bor-
rowing is challenging — though not impossible (Sankoff and Poplack, 1981). This is because
both the variable context (the locus in discourse where the variation is permissible) and the
non-applications (e.g., the non-code-switched counterparts of the code-switched words) are
difficult to pinpoint. In light of this, it is perhaps not surprising that this technical aspect has
not yet been widely implemented in most language contact studies.

For many practitioners, however, the crux of the variationist enterprise resides not so much
in the linguistic variable per se, but in the capacity its analysis furnishes for the operationaliza-
tion and testing of hypotheses. This brings empirical evidence to bear on competing theories,
through what Labov (2004) terms ‘quantitative reasoning.” One key type is ‘reasoning from
ambiguity’: when the status of an element is unclear and qualitative arguments fail to converge
on a solution, the rational quantitative strategy is to treat it as a separate category. A particu-
larly fruitful application of this principle involves the identification and characterization of
nonce borrowings, locus of long-standing controversy in the field. Depending on the analyst’s
theoretical leanings, these have alternately been identified as loanwords, code-switches, or
even dismissed altogether (Gardner-Chloros, 2009; Haspelmath, 2009), with no consensus in
sight as to their status, despite decades of debate. Who is right, and how can we tell? Quanti-
tative reasoning enjoins us to rely in the first instance on unambiguous instantiations of lan-
guage mixing (i.e., known code-switches and attested loanwords), and then to systematically
compare their properties to each other and to the residual category of ambiguous tokens (in
this case, unattested lone other-language items, which are potential candidates for loanword
or code-switch status).

4.2.2 Cross-variety comparison

What, specifically, should be compared? Similarities in surface form can be misleading, since
they may result from borrowing or transfer, which would justify the inference of change, but they
may also be due to interlingual coincidence or to linguistic universals. To ensure diagnosticity
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and to rule out alternative explanations, we rely on conflict sites (Poplack and Meechan, 1998a,
p- 132): functional, structural, and/or quantitative differences between the languages in contact.
The conflict site, along with detailed cross-variety comparisons, play a crucial role in identify-
ing contact phenomena, detecting change and identifying their ultimate provenance.

Much of the empirical work in the field of language contact revolves around frequencies.
As detailed by Poplack and Tagliamonte (2001, p. 92), these must be used with caution to
infer change — contact-induced or otherwise. The key diagnostic in assessing the relation-
ship and provenance of forms is the constraint hierarchy: the configuration of environmental
factors affecting the probability that a given variant form will be selected, along with the
direction of their effects. Constraint hierarchies may be construed as a portion of the grammar
underlying the variability. To the extent that they are language-specific, they are powerful
indicators of language membership and language change. Departing from the principle that
switching to another language involves shifting not only to its lexicon but also to its grammar,
while borrowing from another language involves adapting material from that language to the
grammar of the L, Poplack and Meechan (1998a; see also Poplack and Tagliamonte, 2001;
Tagliamonte, 2002) introduced a ‘comparative method’ incorporating systematic scrutiny of
the behaviour of unambiguous benchmarks. They hypothesized that where rates and (espe-
cially) conditioning associated with linguistic variability are language-specific, they can serve
as diagnostics of language membership:

If a set of donor-language (L)) items embedded in otherwise recipient-language (L) dis-
course features the same hierarchy of constraints as their L, counterparts (while simul-
taneously differing from those conditioning L, items in L, discourse), we may conclude
that the grammar constraining the L, items in otherwise L, discourse is that of L.
(Poplack and Meechan, 1998a, p. 130)

The same reasoning applies to the assessment of convergence:

If the hierarchy of constraints conditioning the variable occurrence of a candidate for
change [. . .] in a contact variety is the same as that of its pre-contact precursor, while dif-
fering from that of its presumed source, no structural change has taken place. If it features
a constraint hierarchy different from those of both its pre-contact precursor and the pre-
sumed source, we can infer that change has occurred, but not one that is contact-induced.
Only when a candidate for change in a contact variety features a constraint hierarchy
different from that of its pre-contact precursor, but parallel to that of its presumed source,
can we conclude in favour of contact-induced change.

(Poplack and Levey, 2010, pp. 400-401)

In what follows we illustrate the utility of comparing the structure of other-language items
with that of counterparts in L, and L, as well as with other relevant benchmarks. In cases of
presumed change, the element(s) under study may be further contextualized diachronically
and synchronically, with respect to a pre-contact stage of the language and a non-contact vari-
ety, as well as amongst speakers of varying bilingual profiles.

4.2.2.1 APPLICATION OF THE COMPARATIVE METHOD TO LANGUAGE MIXING

Consider the case of lexical borrowing, where L items undergo morphosyntactic integra-
tion into L, grammar. When the linguistic behaviour of L -origin elements corresponds
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categorically to that of L, counterparts (in displaying case-markers or inflections from that
language that are non-existent in L, for example), it can straightforwardly be inferred that
speakers are applying the grammar of L. Thus, for example, English-origin predicate adjec-
tives are preposed to Persian copulas instead of postposed as required by English, while Eng-
lish-origin attributive adjectives enter into the Persian N + ezafeh + ADJECTIVE construction
instead of preceding the noun, as they would in English (Moinzadeh, 1999). However, as
has often been observed, such (quasi-)categorical correspondences appear to be the exception
rather than the rule, which has led many researchers to despair of establishing constraints on
bilingual behaviours like code-switching or borrowing. Applying the variationist comparative
method, on the other hand, reveals that much of this apparent vacillation arises from vari-
ability inherent to one or both of the contact languages, i.e., alternation amongst competing
variants. In many language pairs, for instance, L, nouns occasionally (or frequently) fail to
display the purportedly obligatory case-marking of their L, counterparts (e.g., Budzhak-Jones,
1998), verbs may go uninflected or adopt apparently idiosyncratic conjugation and inflection
strategies (Moinzadeh, 1999; Muysken, 2016; Wichmann and Wohlgemuth, 2008), word order
may not hew to the canonical L, pattern, and so on. In French, for example, a language in
which adjectives canonically follow the noun, English-origin nouns are sometimes found with
preceding French adjectives. How to analyze these seemingly refractory cases? Systematic
comparison with the relevant benchmarks reveals that the answer resides in (often previously
unreported) variability in L,. Thus adjective placement in French-English bilingual discourse
mirrors exactly the conditions for preposing and postposing adjectives in French L, (Turpin,
1995), while ‘lack’ of case markers on some English-origin nouns in languages as diverse as
Tamil (Sankoff, Poplack and Vanniarajan, 1990), Ukrainian (Budzhak-Jones, 1998), or Japa-
nese (Yoshizumi and Poplack, 2012) is shown to pattern in parallel with the variable selection
of null and overt markers in the unmixed varieties of those languages. Such quantitative paral-
lels in the distribution of overtly and null-marked other-language elements are too detailed to
be due to chance. But far more convincing than rafe parallels are those involving the condi-
tioning of variant choice. The study of conditioning addresses the other major question that
preoccupies variationists: why speakers select one variant over another. As Labov specifies
(2004, p. 3), once the variable context is established, the major task is to define the independ-
ent variables that are hypothesized to affect variation, themselves dictated by the linguistic or
extra-linguistic problem under investigation. These represent the constraints on the variability.

Consider the apparently erratic behaviour of English-origin verbs in Igbo. Most (89%) are
inflected with Igbo morphology, albeit (seemingly inexplicably) restricted to only two of the
many Igbo verbal categories: participial prefix and affirmative indicative suffix. The others
are bare, presumably following an English model. What explains this disparate treatment?
Comparison with the unmixed Igbo benchmark reveals striking parallels, not only in rate of
inflection (90% in Igbo vs. 89% in English), but in conditioning of verb inflection both across
Igbo verbal categories and across serial vs. non-serial (10% vs. 11%) constructions. All of the
bare English-origin verbs are headed by the same Igbo light verb me ‘make, do,” which carries
the grammatical information. Since both the inflections and more tellingly, their distribution,
derive from Igbo grammar and are completely alien to English, the only reasonable explana-
tion of the variable behaviour of English-origin verbs in Igbo is that they are operating under
Igbo grammar; i.e., they have been borrowed. Many more examples like these can be found
in Poplack (2018), confirming that previously unexplained vacillation can generally be shown
to parallel hidden L, constraints. Even unpredictable strategies, like avoidance of inflecting
certain other-language items at all, as documented for French possessive nouns in Tunisian
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Arabic, can be shown, by the comparative variationist method, to derive from the variable
structure of L, (Poplack et al., 2015).

4.2.2.2 APPLICATION OF THE COMPARATIVE METHOD TO CONTACT-INDUCED CHANGE

Similar considerations apply to the study of convergence, another area that is fraught with
controversy. We defined convergence previously as a change in L, grammar supposedly due
to the influence of L,,. This is widely considered a predictable, even inevitable, outcome of
language contact; indeed, it is often claimed that contact accelerates change. Poplack and
Levey (2010) review reasons why change is so readily inferred in this context, concluding that
the inherent variability characteristic of spontaneous speech is chief among them. When non-
standard variants are compared to an idealized (and concomitantly invariant and unchang-
ing) standard variety rather than to relevant pre- and non-contact varieties or to the supposed
source of the putative change, the variable occurrence of these non-standard variants is often
confused with change. How best to ascertain that change has in fact occurred and if it has,
how to establish that it was due to contact? The machinery of variationist sociolinguistics —
in particular, cross-variety comparisons of the behaviour of diagnostic features in relevant
benchmarks — can again be deployed to identify change and ascertain its source. Given the fact
that in many languages, in many areas of the grammar, alternations among variant forms per-
sist for centuries, a first requirement is to determine whether observed variability is involved
in change. This necessitates reference to an earlier stage of the language; specifically, one
commensurate with the variety hosting the candidate for change. The variability most typi-
cally identified with change (i.e., that involving non-standard variants) is generally found
in spoken vernaculars. As such, the benchmark should also be a spoken vernacular (or an
appropriate surrogate thereof); it should be pre-contact, and so on. Change cannot be inferred
simply on the basis of differences from an idealized standard variety. If it has occurred, the
innovation should be absent (or incipient or differently conditioned) in the earlier stage. It
should not be idiosyncratic to an individual, but should have achieved a certain level of dif-
fusion in the community, where it would be observable in the speech of its relevant members
(e.g., the younger cohort, if spearheaded by youth; the highly bilingual, if induced by contact,
etc.). The innovation would also be expected to occur in predictable linguistic contexts, as
revealed by its position in the wider L, linguistic system, contextualized both synchronically
and diachronically. We must also establish the extent to which it has gained a foothold, its
current role in the system and whether it has replaced a native form in one or more functions.
Because changes examined synchronically are likely to still be in progress (and thus continue
to feature variability), we must again appeal to the structure of the variability, as it emerges
from the constraints conditioning variant choice. Variationists recognize, in ascending order of
importance, change in frequency of one or more competing variant forms, change in statisti-
cal significance of one or more factors contributing to variant choice and change in linguistic
structure. These elude casual observation, but can be detected with the aid of quantitative
analysis and quantitative reasoning. Once it has been established that a change has indeed
taken place, it remains to demonstrate that it is contact-induced and not the product of drift,
a step that is usually overlooked in the literature. Poplack and Levey (2010) characterize a
candidate for contact-induced change as one that is:

present in the presumed source variety and either 1) absent in the pre-contact or non-
contact variety, or 2) if present [. . .], is not conditioned in the same way as in the source,
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and 3) can also be shown to parallel in some non-trivial way the behaviour of a counter-
part feature in the source.
(Poplack and Levey, 2010, p. 398)

This can only be ascertained through systematic quantitative comparisons, of a diagnostic lin-
guistic feature, with an earlier or pre-contact stage (or an appropriate surrogate thereof), with
anon-contact variety, and most important, with the presumed source. Such multiway compari-
sons on linguistic variables that are widely construed as contact-induced changes (e.g., ‘loss’
of the subjunctive (Poplack, 1997) or the advent of preposition stranding (Poplack, Zentz and
Dion, 2012) in French; subject expression in Spanish (Torres Cacoullos and Travis, 2018; Oth-
eguy, Zentella and Livert, 2007)) often reveal that ongoing variability owes nothing to change,
contact-induced or otherwise.

Summarizing, comparisons are at the heart of inferring change, and therefore figure at
least implicitly in all studies of language contact. But many have been carried out without
reference to the Principle of Accountability, or involve comparison with an ill-suited ideal-
ized benchmark. Still others are simply anecdotal. Conspicuous in the variationist program
is the rigor of the scientific approach brought to bear on the comparison. The comparative
variationist enterprise contributes not only a methodological apparatus — the construction, sta-
tistical analysis, and linguistic interpretation of suitable benchmarks for comparison (L, L,
established loanwords and multiword code-switches in language mixing research; pre-con-
tact, non-contact, and post-contact varieties in the study of convergence), but also the critical
capacity to discriminate among competing hypotheses. The focus is on identifying empirical
criteria capable of both detecting change and ascertaining its source, and testing hypotheses
empirically to determine goodness of fit with the data of actual usage. This involves principled
data collection, enunciation and operationalization of hypotheses and their statistical evalua-
tion in large-scale corpora.

5. Current contributions and research

Application of the methodological and analytical tenets of the variationist paradigm has
contributed to the elucidation, if not the resolution, of many long-standing disagreements in
language contact research. Many of these involve the identification and characterization of
language mixing phenomena. One prominent discovery involves the contentious category of
nonce borrowing. Its identity, nature, and even existence have been the subject of enduring
controversy in the field. Systematic empirical analysis revealed not only that this is a core
component of bilingual discourse, but that it can be readily identified in discourse and distin-
guished from code-switching. This could only be established through ‘reasoning from ambigu-
ity’: L-origin nonce items had to be distinguished operationally from both attested loanwords
and the opposing benchmark category, multiword code-switches. Each was first analyzed in
its own right and then systematically compared with the others. The hallmark of lexical bor-
rowing was found to be linguistic integration into the morphology and syntax of L, including
any variability they may feature. Thus if an L, favours case-marking in dative over accusative
contexts, that patterning will be evident in L -origin words that have been borrowed. Where
more than one avenue of integration is available, the one adopted will generally correspond
to the major L, pattern, barring any specific community-based preference. Lone L, words,
both nonce and established, were found overwhelmingly to undergo such integration. Even
where one type of integration is eschewed, as appears to be the case for inflection of bor-
rowed nouns in many communities where Arabic is the recipient language (Heath, 1987, 1989;

56



A variationist perspective on language contact

Owens, 2002), borrowed items tend to display other unambiguously L, grammatical charac-
teristics (Poplack et al., 2015). Because their surface linguistic characteristics are shared, there
is no reason to distinguish these two types of borrowed word other than on extra-linguistic
grounds: they differ only in terms of recurrence and diffusion across the community. Code-
switches, on the other hand, contrast both in constitution and in placement with nonce and
established borrowings. The internal constituency and positioning in the clause of borrowed
words come from L, whereas the internal constituency of code-switches is that of L), although
the placement of the latter tends to respect the word order requirements of both languages
involved (Poplack, 1980). The empirical distinction between code-switching and borrowing
is perhaps the greatest methodological contribution of this paradigm to the field of contact
linguistics, since it allows researchers to construct theories based on the material they claim to
be explaining rather than on data muddied by disparate phenomena operating out of different
variable contexts and behaving in demonstrably different ways.

Many of these and other unexpected findings on language mixing (see Poplack (2018) for
detail) could not have been intuited; they only emerge from systematic analysis of bilingual
discourse on the ground. To name but a few: although loanwords are often thought to origi-
nate as code-switches, systematic analysis shows that lone L items are rarely code-switched,;
instead, they are borrowed — sometimes only for the nonce. Diachronically, the very first men-
tion of a nonce form already features the full complement of morphosyntactic integration
into L; and, synchronically, it is treated like an attested loanword. Most nonce borrowings
are ephemeral, disappearing after their first mention. Vanishingly few achieve the status of
attested, or even widespread, loanwords. Phonetic and morphosyntactic integration are inde-
pendent. The latter is emblematic of borrowing; the former is not pertinent to this process,
not only because it remains variable throughout but also because speakers manifestly do not
manipulate it strategically or in concert when mixing languages. Only the morphosyntax is a
reliable metric for distinguishing language mixing types.

Likewise, when the inference of contact-induced change is pursued scientifically via sys-
tematic comparisons across both space and time of appropriate reference varieties, potential
candidates often turn out either not to be changes, or not to be contact-induced, but rather cases
of ordinary inherent variability firmly rooted in the internal structure of language (Leroux
and Jarmasz, 2006; Poplack, 1997; Poplack et al., 2006; Torres Cacoullos and Travis, 2018).
Indeed, analysis of a considerable number of presumed and potential changes in different
contact situations actually suggests that failure to participate in ongoing changes in tandem
with the remainder of the community (i.e., divergence) may well be a more common outcome
for minority speakers in contact situations than the oft-reported convergence (Poplack, 2008).
In any event, the results of variationist analysis enjoin us that contact-induced change cannot
simply be assumed, but must be demonstrated.

6. Future directions

Work within the variationist framework has succeeded in overcoming many of the analytical
difficulties associated with traditional introspection and anecdotal reporting that characterizes
other research paradigms. This is particularly crucial in the study of language contact, where
categorical perception tends to inflate the importance of phenomena which may in fact occur
only rarely. More important, since the very linguistic manifestations of language contact them-
selves often defy categorization on casual inspection, a key contribution of this accountable
methodology is to help disambiguate many of the prima facie ambiguous cases, thereby reduc-
ing substantially the amount of uncertainty inherent in any bilingual data set.
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An important objective for language mixing research remains to achieve consensus on an
empirically verifiable characterization of the rules for combining elements from two or more
languages within the confines of the utterance. The study of convergence would likewise be
enhanced by greater agreement over what constitutes a change, how to recognize and distin-
guish one from inherent variability and how to determine whether it is contact induced. To
realize these goals, we must improve the fit between theories and data. This would be facili-
tated by a broader empirical base. To develop an account of the consequences of language
contact that is truly accountable to the facts, greater efforts should be made to tease apart the
idiosyncratic and/or exceptional uses of individuals from community strategies. This can be
accomplished via more reliable analyses of principled collections of bilingual performance,
using accepted social science standards of proof, including data-driven reports of rates of
occurrence, conditioning of variant choice, and measures of statistical significance.

It is thus to be hoped that existing theoretical, experimental, and anecdotal accounts will be
supplemented with many more large-scale empirical studies of actual bilingual behaviour in
a much wider variety of well-defined bilingual communities. Apparently, unruly performance
facts can be demystified by incorporating more speaker-, context-, and community-based
information into our analyses. Consideration of the data of actual bilingual interactions in the
context of the speech community in which they were produced would permit researchers to
situate bilingual behaviour with respect to the relevant monolingual benchmark vernaculars,
account for the disparate mixing strategies that have evolved in different bilingual communi-
ties and distinguish among incommensurable manifestations of language contact. Of course,
all this will necessarily involve confronting inherent variability rather than abstracting away
from it. The versatile methodological machinery of the variationist framework is uniquely
positioned to contribute to this endeavour.

7. Further reading

Poplack, S. (2018). Borrowing: Loanwords in the speech community and in the grammar. Oxford:
Oxford University Press.
This book outlines how bilinguals introduce and adapt foreign words into recipient-language gram-
matical structure; how these forms diffuse across speakers and communities; how long they persist in
real time; and whether they change over the duration. Attacking some of the most contentious issues
in language mixing research empirically, it tests hypotheses about established loanwords, nonce bor-
rowings and code-switches on a wealth of unique data sets of typologically similar and distinct lan-
guage pairs. A major focus is the detailed analysis of integration: the principal mechanism underlying
the borrowing process.

Torres Cacoullos, R. and Travis, C.E. (2018). Bilingualism in the community: Code-switching and gram-
mars in contact. Cambridge: Cambridge University Press.
This book is a model of how to study language contact scientifically. Making use of a new bilingual
corpus of English and Spanish spontaneously produced by the same speakers, it highlights variation
patterns in the community. Proposing quantitative diagnostics of grammatical similarity, it shows how
bilinguals’ two languages differ from each other, aligning with their respective monolingual bench-
marks. The authors argue that grammatical change through contact is far from a foregone conclusion
in bilingual communities.

Poplack, S., Zentz, L. and Dion, N. (2012). Phrase-final prepositions in Quebec French: An empirical
study of contact, code-switching and resistance to convergence, keynote article. Bilingualism: Lan-
guage and Cognition, 15(2), pp. 203-225.

This study demonstrates how the comparative variationist framework can be implemented to inves-
tigate whether a stereotypical non-standard feature of North American French, preposition stranding,
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results from convergence with English, and the role of bilingual code-switchers in its adoption and
diffusion. Detailed comparison of the variable constraints on stranding in all the relevant benchmark
varieties turned up several lines of evidence militating against the interpretation of convergence.
Most compelling are the findings that the conditions giving rise to stranding in French are the same as
those operating to produce a similar native strategy, while none of them are operative in the presumed
source.

Poplack, S. and Meechan, M. (1998b). How languages fit together in code-mixing. In: S. Poplack and M.

Meechan, eds., Instant loans, easy conditions: The productivity of bilingual borrowing, Special Issue,
International Journal of Bilingualism, 2(2), pp. 127-138.
This introductory chapter to a guest-edited issue of International Journal of Bilingualism enunciates
the first comprehensive empirical method, deriving from variationist sociolinguistics, to distinguish
between code-switching and borrowing. Applied to a wide variety of typologically different lan-
guage pairs, it confirms the ‘nonce borrowing hypothesis’ (Sankoff, Poplack and Vanniarajan, 1990)
and demonstrates, in conjunction with the other articles in the volume, that (1) the vast majority of
other-language incorporations in the data are borrowings — nonce or established — and (2) their struc-
ture differs from that of code-switches.

8. Related topics

Processing multilingual data, usage-based approaches, borrowing, code-switching,
convergence

Abbreviations

L, Donor language

L, Recipient language

AAVE African American Vernacular English
N Noun

Notes

* The research on which this chapter is based was generously funded by the Social Sciences and
Humanities Research Council of Canada in the form of Insight grants and the Canada Research Chair
in Linguistics. I am grateful to Nathalie Dion and Suzanne Robillard for their material and moral sup-
port in the preparation of the manuscript.

1 Though the ideal would obviously be to stratify the sample according to each independent variable of
interest, in practice this would prove onerous if not impossible. This is especially true with respect to
bilingual ability, as it would require administering some sort of proficiency measure (in itself far from
straightforward) prior to collecting any data. We have tended instead to characterize proficiency levels
relatively and after the fact, through analyses of self-report and actual linguistic performance (e.g.,
Poplack, 1989; Poplack, Walker and Malcolmson, 2006). This procedure has succeeded in yielding
speaker samples featuring a wide range of abilities (as expected and desired in a bilingual community),
though it does not result in equal numbers of speakers in each proficiency cohort. The latter is not a
problem, since it is in any event unlikely that such a distribution would be obtained in any bilingual
community.
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4
The 4-M model

Different routes in production for different
morphemes

Janice L. Jake and Carol Myers-Scotton

1. Introduction and definitions

The 4-M model of morpheme classification offers an explanation for critical structures in
contact phenomena. The key to such an explanation is how grammatical morphemes are dif-
ferentially elected at the abstract level/abstract levels of language production. We argue that
differences in how morphemes are elected affect the potential for certain morpheme types to
occur in contact phenomena. Of course, bilingual speakers are also motivated by psycholin-
guistic and sociolinguistic factors that are present in any community when they select utter-
ances that result under the influence of one language on another (Myers-Scotton, 1993b). As
Matras (2009, p. 123) points out ‘any analysis must take into account the participants’ full
range of social networks and social activities.” However, in this chapter our special interest is
how the morphemes that make up contact phenomena are elected. We develop an argument
based on the extended 4-M model. As we argued with some felicitous foresight when we first
discussed distinctions among morpheme types, ‘the model is less a taxonomy and more a
window with a view of how morphemes are elected’ (Myers-Scotton and Jake, 2000, p. 1090).

In this chapter, we demonstrate the utility of the 4-M model in explaining why certain
lexical items can cross over from one language to occur in another variety in a given com-
munity and other similar elements cannot. The general hypothesis we develop is that only
certain morpheme types can cross from one language to another in contact situations. Our
specific hypothesis is that the level at which morpheme types are elected in an abstract model
of language production affects their ability to become cross-over phenomena. We support this
hypothesis with empirical data from contact situations. The phenomena discussed include
code-switching, convergence with and without code-switching, mixed languages, and creole
development. However, we focus on morphemes in code-switching (hereafter CS) to make
our argument. The four types are content morphemes and three types of system morphemes.
Early system morphemes are divided from the two types of late system morphemes, bridges
and outsiders. In Section 4, Current Contributions and Research, different morpheme types are
described and illustrated as they appear in contact data.
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2. Historical overview

The 4-M model was introduced as a construct to account for differences in the frequency of
different morpheme types in three different types of linguistic data: Broca’s aphasia, code-
switching, and data in early second language acquisition (Myers-Scotton and Jake, 2000).
We show how differences in empirical data can be explained based on their morpheme type.
Specifically, we differentiate the distribution of content morphemes (hereafter, CMs) and what
we call early system morphemes from late system morphemes (hereafter, SMs) differs.

The central claim developed is that differences in the accuracy and role of morpheme type
stems from differences at an abstract level of a general model of the nature of language. That
is, the 4-M model is linked to a model of the mental lexicon, suggesting that performance
(as different frequencies in data) is linked to competence. Although the 4-M model was first
introduced in Myers-Scotton and Jake (2000), the notion that differences in morpheme type
underlie different patterns in bilingual data was introduced in the early version of the Matrix
Language Frame (MLF) model of code-switching in Duelling Languages (Myers-Scotton,
1993a, 1997). This monograph includes several innovations about morpheme type and CS.
Two innovations seek to clarify distinctions between CMs and SMs, although this distinction
has since been revised and clarified; more accurately characterizing the roles of content versus
system morphemes is one motivation for developing the 4-M model.

One innovation in Myers-Scotton (1993a, 1997) is the use of ‘system morpheme’ as a term
for both self-standing morphemes, e.g., determiners and affixes that modify their heads, such
as noun plurals or verbal morphology. That is, the terms SM and CM were intended to replace
‘open and closed class’ elements because closed class includes prepositions and adverbs in
addition to some verbal and nominal modifiers that we do not include under SM.

A second innovation in Myers-Scotton (1993a, 1997) characterizes CMs according to their
participation in the thematic structure of a clause; this also differentiates them from SMs. CMs
receive or assign thematic roles; for example, nouns and pronouns occurring in argument posi-
tion (but not dummy pronouns, such as weather ‘it”) receive thematic roles.

What became the cornerstone of the MLF model, the System Morpheme Principle (SMP),
is a third innovation in Myers-Scotton (1993a, 1997, p. 83): ‘In ML + EL constituents, all sys-
tem morphemes which have relations external to their head constituent . . . will come from the
ML.” Examples of such SMs are morphemes that coindex argument relations within a phrase,
such as subject or object agreement in a verb phrase, or case affixes. How the SMP applies to
late SMss is clarified in later work (Myers-Scotton, 2002; Myers-Scotton and Jake, 2009). The
SMP, along with the Morpheme Order Principle (MOP), identifies the language in a bilingual
clause that the MLF model calls the Matrix Language (ML). The other language is called the
Embedded Language (EL); it largely contributes CMs to mixed constituents in the bilingual
clause.

In CS, the ML is the language that supplies the crucial elements to the clause, notably the
late SMs, such as agreement morphology or case, that make more transparent relationships
within the clause, especially relationships between arguments and predicates. These are the
morphemes that the SMP states must come from the ML in mixed constituents (i.e., con-
stituents with morphemes from both languages). For example, in (1), an example of Swabhili-
English CS, Swabhili affixes illustrate the type of morpheme that must come from the ML,
according to the SMP. In this example, the English EL verb buy receives a late SM prefix from
the ML, Swabhili, that co-indexes the subject, father. (In all bilingual examples, EL elements
appear in bold; where possible, a morpheme-by-morpheme gloss has been provided, even
when not available in the original source of the example.) The object prefix -m- and the suffix
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-i- on buy indicate that the object is a beneficiary. They are late SMs. The tense and aspect
markers are from the ML, Swabhili. The consecutive morpheme -ka- on the verb of the second
clause is in Swahili and establishes relations between the predicates of the two clauses. Only
the first clause illustrates CS. The second is entirely in Swahili.

1. Father a-li-m-buy-i-a a-ka-potez-a vy-ote
father ~ 3S-PST-3S-buy-APPL-FV  3S-CONSEC-lost-FV  CL.8-all
‘Father bought (them) for him and he lost all [of them].’
(Myers-Scotton, 1993a, 1997, pp. 87-88)

Similarly, in (2), an Italian EL noun maiale ‘pig’ occurs with a Swiss German determiner in
a clause otherwise in Swiss German, the ML. The Swiss German determiner is in dative case
and is a late SM. The ML determiner integrates the NP into the prepositional phrase and the
larger clause, in which the EL provides only a CM, a noun.

2. Hei, verzell dmol was isch mit em maiale
hey tellLIMP once whatbe.3S with DEEM.DAT pig
‘hey, tell [us] again what happened with the pig.’

(Preziosa-Di Quinzio, 1992, Appendix XX)

The MLF model recognizes another kind of constituent in bilingual clauses, constituents
entirely in the EL, EL Islands. For example, in (3) two French EL Islands occur in a clause
structured by Moroccan Arabic, the ML.

3. Un faux geste  yqder vdir bezaff d les problems
INDEEM false gesture can.3.IMPERF do.3.IMPERF alot of DEFPL problem-PL
‘a false gesture can make a lot of problems’
(Ziamari, 2008, p. 131)

EL Islands are well-formed constituents in the EL that are integrated into a bilingual clause.
In (3), the subject NP is from the EL French, but the ML, Arabic, provides agreement on
the auxiliary and main verb. Another NP EL Island occurs as part of a larger quantified NP.
Elsewhere Myers-Scotton (2002) and Myers-Scotton and Jake (2017) discuss possible factors
contributing to the occurrence of EL Islands in CS.

The MLF model became the starting point for many discussions of the grammatical struc-
ture of CS in a variety of language pairs. Myers-Scotton (2002) and Myers-Scotton and Jake
(2009) present a more precise way of identifying the scope of the SMP, late outsider SM
morphemes.

Because the SMP does not apply to all SMs, it is useful to differentiate among SM types.
Unless SMs interact with structure building processes at the functional or positional levels,
such as case assignment, the SMP does not apply to them. Under the 4-M model, for example,
determiners that are not inflected for case are early SMs, as are most plural morphemes. Plural-
ity, inherent gender, and definiteness realize speaker intentions at the lexical-conceptual level.
Such morphemes as these are identified as early SMs in the 4-M model. Later, we discuss early
SMs more fully. Briefly, early SMs are referred to as indirectly elected on their route to surface
activation (cf. Bock and Levelt, 1994). They depend on their directly elected CM heads for
information about their form and meaning. Early SMs add semantic and pragmatic features
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that modify the meaning of their heads and realize speaker intentions. These include features
of definiteness, plural, and aspect. Like CMs, early SMs are conceptually activated.

In sum, Myers-Scotton (1993a, 1997) is a starting point for understanding the roles that dif-
ferent morpheme types play in a bilingual clause, accounting for their distribution in CS. Later
work (e.g., Myers-Scotton, 2002; Myers-Scotton and Jake, 2009, 2017) shows how explicitly
connecting a production model to morpheme activation further differentiates types of SMs.

Development of the 4-M model introduces more clarity to discussions of morpheme type in
contact phenomena in general, not just CS, such as creole development and convergence fea-
tures in intense contact zones. First, the model gives a special classification to the morpheme
type the SMP was intended to specify as identifying the ML: outsider SMs, discussed later.
Second, the 4-M model provides a classification system that identifies morphemes as one of
four types. Third, the model goes beyond the SMP in recognizing the roles of all morpheme
types in the grammatical structure of bilingual clauses. Fourth, and its most far reaching util-
ity, the model links the surface level distribution of morpheme type to the abstract structures
that underlie language production. This explanatory value contributes to our understanding
of what elements actually can and do occur in contact phenomena, and has relevance to other
linguistic phenomena.

3. Critical issues and topics

Language production and morpheme type

In contrast with many approaches to morpheme classification, the 4-M model focuses the role of
morphemes in language production and how they function in constructing the meaning and mor-
phosyntactic structure of a clause. That is, the goals of the 4-M model are not limited to study-
ing how different morphemes participate in word structure or clause building. This model also
applies equally to monolingual and bilingual data. The 4-M model leads to hypotheses on how
morphemes differ in their election in language processing and provides a language independent
means for identifying morpheme type. Importantly, the 4-M model is concerned with the route
that morphemes take in language production, as well as the abstract structure of morphemes
themselves. See Myers-Scotton and Jake (1995, 2000) for a discussion of the abstract structure
of lemmas, entries in the mental lexicon. Predictions the 4-M model makes that are relevant to
contact phenomena are based on empirical data, especially the frequency of different morpheme
types or constituents containing a specific morpheme type in various types of contact phenomena.
To begin, we review two general principles originally applied to CS data, but relevant to
bilingual data in general, the Uniform Structure Principle (USP) and the Asymmetry Principle.
Although the need and relevance for the USP is more obvious in bilingual data, it applies to
monolingual as well as bilingual data. Myers-Scotton (2002, p. 8) formalizes the USP as

A given constituent type in any language has a uniform abstract structure and the require-
ments of well-formedness for this constituent type must be observed whenever the con-
stituent appears. . . . In bilingual speech, the structures of the Matrix Language are always
preferred.

The USP captures the notion that preferencing the structure of the ML enhances predictability,
and predictability is the basis of interpretability.

The Asymmetry Principle states that there is always asymmetry between the participating
languages in any bilingual data regarding the ways or the extent that they participate in that
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clause. The MLF model is based on this principle: ‘Asymmetry has a dynamic quality; its
details depend on changes in relevant factors, but there is always some structural inequality’
(Jake and Myers-Scotton, 2009, p. 209). For example, in classic CS, the language which is
the ML may change across clauses in the same corpora, but not within a clause, even though
the participating languages remain the same. See Matras (2009, p. 135) for a discussion of
this phenomenon. Classic CS contrasts with composite CS, in which the EL influences fea-
tures of ML late SMs in bilingual clauses as well as provides EL morphemes. See examples
of composite CS in Hungarian-English acquisition and attrition in Bolonyai (2002), and in
Ewe-English CS in Amuzu (2010). In another, less frequent, kind of language contact, late
SMs from both varieties occur in a bilingual clause (excluding EL Islands); such varieties are
considered mixed languages. See Bakker (1997) for a discussion of Michif, a Cree-French
variety. Adamou and Granqvist (2015) discuss Romani-framed CS with Turkish and Finnish
inflected verbs. The 4-M model, together with the assumption that lexemes project abstract
lexical structure, enables distinctions to be made across different types of language contact.
We discuss how the 4-M model applies to distinguish classic CS, convergence, composite CS,
mixed languages, and creole structures in Section 4.

Morpheme types

We illustrate the distinctions among morpheme type by discussing how they are accessed in
the production process. First, speaker intentions may directly call morphemes; for example,
CMs, such as nouns and verbs, are called this way. Second, some morphemes are indirectly
elected by their CM heads; for example, plural and other morphemes realizing the sematic and
pragmatic features of speaker intentions are called this way. These are early SMs. Third, the
procedures activating some morphemes are called by the structure of a constituent or clause,
for example, morphemes realizing the subject-verb agreement. They are structurally assigned
late SMs. Myers-Scotton (2002, 2005b) and Myers-Scotton and Jake (2009) introduce and
discuss the Differential Access Hypothesis, which suggests that information about late SMs
does not become salient until the level of the Formulator.

The 4-M model takes the distinction between CM and SM, first made in Myers-Scotton
(1993a) and refines it by adding distinctions among SM types. We use the designations ‘early’
and ‘late’ for SMs for convenience; these terms are more metaphorical than based on psycho-
linguistic evidence. Early SMs are divided from other SMs, because they have little to do with
structure, but instead contribute to the realization of the semantic and pragmatic intentions of
CMs. In addition to CMs and early SMs, which are elected at the conceptual level, there are
two types of late SMs, both referring to structure, but somewhat differently: outsiders, those
identified by the SMP, and bridges. Both types of late SMs are illustrated later in the chapter.

As can be inferred from the preceding discussion, the 4-M model adds a division based on
the more abstract notion of conceptually activated or structurally assigned. This opposition
emphasizes not the status of morphemes in phrase structure, but implies abstract procedures.
Myers-Scotton (2002, p. 74) ‘note[s] how this new opposition enlarges the basis of explanation,’
pointing out how it emphasizes ‘not the status of elements in phrase structure, but their status
in the abstract procedures that produce surface statuses.” This distinction among morpheme
types implies that the choices of CMs and early SMs are motivated by satisfying the speaker’s
semantic and pragmatic intentions at the conceptual level. In contrast, language-specific gram-
matical structure becomes salient later in the production process and calls relevant late SMs.

As should be clear, the 4-M model does not classify morphemes according to their status
as parts of speech, but rather in terms of how they fall in the dichotomy between conceptually
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activated morphemes and those which are structurally assigned. To show the difference this
division makes, we include examples of preposition to show how they do not form a uniform
class. That is, what is relevant is how a preposition is elected in actual speech. It turns out
that preposition is one lexical category that can be realized as an instance of any of the four
morpheme types, viewed in terms of the 4-M model. Other lexical categories will also be
discussed in regard to how they are classified under the 4-M model. However, prepositions
appear to be exceptional because they can be elected by all of the mechanisms underlying
morphemes. They can be elected at the lexical-conceptual level and they can be structurally
assigned (Jake and Myers-Scotton, 2009).

Content morphemes

Basic communication relies on CMs more than other morpheme types. CMs are directly elected
by the speakers’ intentions regarding what they wish to communicate; that is, they follow a
direct route from abstract levels in production to the surface level (Levelt, 1989). Language
production itself is driven by intentions; the semantic and pragmatic content of CMs is what
most speakers want to communicate. Notably, nouns are especially easy to transfer across
languages in various contact phenomena, not just because they satisfy such intentions, but also
because they do not disrupt the hierarchical structure of mapping arguments and predicates
in the relevant clause. Nouns participate in thematic role assignment, but only as receivers
of thematic roles. In contrast, verbs, prepositions, and in some cases, adjectives assign them.

In CS data, EL nouns occur often and are the most frequent EL elements in a CS clause
with an ML frame in the published literature; examples (1) and (2) contain EL nouns framed
by another language, the ML. EL adjectives are less frequent than nouns and do not form a uni-
fied class. Still, in some corpora, adjectives occur relatively frequently. Example (4) illustrates
an English adjective in a Swahili ML frame. In general, English EL adjectives in CS do not
receive Swahili agreement markers; that is, they are often bare forms, such as innocent in (4).
While the EL adjective follows the ML noun mtu ‘person,’ reflecting the word order of the ML,
it lacks the agreement marker matching the class 1 prefix of mzu.

4. a-na-onekam-a kama mtu innocent
3S-NON.PST-appear-FV  as CLl1.person innocent
‘he looks like he is innocent’

(Myers-Scotton, 1993b, p. 77)

Verbs in CS

Even though EL verbs are CMs, inflected EL verbs are very rare in CS corpora or other contact
phenomena. Why is this? First, verbal morphology signalling TMA (Tense, Mood, Aspect) or
verb class membership raises congruence problems with the ML frame. However, in some
cases, EL verb forms are inflected with ML TMA markers. That is, some EL nonfinite verbs
(that is, bare verb stems and/or infinitives) appear in the same positions in the verbal assembly
as would ML verbs with ML inflections. This was illustrated in example (1). Another similar
example is in (5), where the English EL verb behave occurs twice in an ML Swahili gram-
matical frame.

5. u-na-anz-a ku-behave  kama watu wa
2S-NON.PST-begin-FV  INF-behave as CL2.people CL2.ASSOC
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huko  wa-na-vyo-behave

there CL2-NON.PST-MANNER-behave

“You will begin to behave as people from there behave.’
(Myers-Scotton, 1993a, 1997, p. 103)

In the first clause, behave occurs with a Swahili infinitive prefix; in the second clause,
behave has a subject prefix (wa- ‘they’), followed by a tense/aspect prefix (-na- ‘NON-PAST’)
and another prefix indicating manner (-vyo-). Such nonfinite EL verbs in ML morphosyntactic
frames are discussed at length in Myers-Scotton and Jake (2014, 2015, 2017).

Examples of such inflected nonfinite EL verbs are common when a Bantu language is the
ML. (6) is from Congo Shaba Swahili-French CS. The French EL verb appartenir comes from
the -ir conjugation, illustrating how a nonfinite EL verb is inflected with late SMs from the
ML, Congo Shaba Swahili.

6. ...donc, (h)iirichesse y-ote (h)ii
. S0 CL.9.DEMrichness CL.9—all CL.9.DEM
i-na-tu-appartenir shi  ba-toto y-ake

CL9-NON.PST-1PL.OBJ-belong.INF us  CL.2-child CL.9-his
“So, all this richness, it belongs to us, his children.’
(de Rooij, 1996, p. 186).

Infinitives are not the only EL nonfinite verbs occurring with ML late SM verbal inflec-
tions. In Acholi-English CS in Uganda, for example, the ML is usually Acholi. Acholi verbs
are inflected for aspect, and in Acholi-English CS, the nonfinite EL verb form occurring in the
ML frame is the English present participle (verb + ing) (Myers-Scotton, 2002). For example,
in ka i-boarding taxi ‘if you board a taxi (if 2S-boarding taxi),” English boarding is inflected
with Acholi subject agreement prefix. See example (16) for additional discussion of Acholi-
English CS.

Myers-Scotton and Jake (2015, p. 434) have noted a potential psycholinguistic advantage
with nonfinite verbs because they do not contribute to or control any elements in the grammati-
cal structure of a bilingual clause: ‘They are less complex because they only meet congruence
requirements at the level of the lexical-conceptual structure; that is, the only requirement they
must satisfy is meeting the speaker’s intentions regarding semantic/pragmatic content.” They
are CMs, or CMs with early SMs, and do not come with the abstract structural baggage of late
SM morphosyntax.

In addition, psycholinguistic studies such as Van Hell, Litcofsky and Ting (2015), suggest
that, after a switch into a second language, switching back into the first language appears more
costly in response time than was the switch to the second language. These studies are largely
limited to single word switches, not CS within a clause. Referring to the notion of cost in CS
is not limited to the switch from ML to EL and back. We suggest it also involves referring to
the level of production at which morphemes are accessed. EL forms that are accessed at the
level of lexical-conceptual structure add less complexity than an inflected verb, which requires
information not available until the level of the Formulator, when predicate-argument structure
is realized, (Myers-Scotton and Jake, 2009). In sum, nonfinite EL forms within the VP are not
complex, although an inflected verb is complex, because ML inflections are late SMs. This
may underlie the cost suggested in a switch back to the ML.

Two other strategies frequently integrate EL verbs into an ML frame, the ‘do’ verb con-
struction discussed later and verbalizing affixes. See Sakel (2004) and Matras (2009) for
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discussion of verbalizers integrating EL forms into ML grammatical frames. The ‘do’ verb
construction is a very common strategy for integrating an EL verb into an ML grammatical
frame. In CS, an ML verb meaning ‘do,’ or a related morpheme bleached of specific meaning,
is inflected with TMA markers and agreement. The central meaning of the clause comes from
an EL nonfinite verb, again often an infinitive, although EL nouns also occur. Backus (1996)
has written extensively about the Turkish ‘do’ construction, especially in Turkish-Dutch CS.
Typically, the Turkish verb yap- is the inflected ML verb. See example (7) with a Dutch EL
nonfinite verb, kijken (‘watch.INF”).

7. Ja, maar toch, millet kijken yapiyor
yeah but still  people watch.INF do.PROG.3S
“Yeah, but still, everybody is watching you.’

(Backus, 1996, p. 238)

In the MLF model, the ‘do’ construction in CS receives an explanation because the ML ‘do’
verb carries all the late SMs required by the SMP. Like other strategies, the ‘do’ verb construc-
tion preserves the ML grammatical frame while providing the bilingual with a strategy for
realizing meaning with CMs and early SMs from the EL.

Prepositions in CS

Emphasizing election in a production model to identify morpheme type has one impor-
tant consequence: It explains how surface forms exhibit different distributions depending
on the specific composition of the bilingual clause. Consider prepositions, which are not
elected through only one procedure; even individual lexemes can be elected via more
than one procedure. That is, some prepositions can be elected at the conceptual level, and
thus be CMs or early SMs, or structurally assigned late SMs (Jake and Myers-Scotton,
2009).

In some CS corpora, conceptually elected prepositions occur frequently, as in Hebbleth-
waite’s (2007) corpus of Haitian Creole-English CS; see example (8). Here the EL CM prepo-
sition from is directly elected by the speaker’s intentions to provide a source as part of the path
of the predicate ‘come.’ In (9), an EL preposition before introduces an independent temporal
phrase, not one that is necessary to complete semantic and pragmatic features of the ML Swa-
hili verb ‘bring.” Thus, before is a directly elected CM.

8. ...yo djus vini from Ayiti...
...3PL just came from Haiti...
‘.. . they just came from Haiti. . .’
(Hebblethwaite, 2007, p. 296)

9. U-let-e before kesho Jioni
2S-bring-SUBJUNCT before tomorrow evening
“You should bring [it] before tomorrow evening’
(Myers-Scotton, 1993a, 1997, p. 124)

In example (10), the English preposition before is a subordinator and assigns a tem-
poral thematic role to the subordinate clause, which is entirely in the ML, Xhosa. The

fact that some prepositions can be subordinators in many languages means that speakers’
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intentions can directly elect EL CM prepositions to introduce a clause otherwise in the
ML, as in (10).

10. ... u-ya-yazi moss  u-ba  kwa-kunjami before ku-fik-e inkululeko?
...2S8-PRES-know exactly INF-be of-how before LOC-arrive-FV freedom
‘... do you know exactly how it was before freedom arrived?’

(Jake and Myers-Scotton, 2009, p. 220)

Jake and Myers-Scotton (2009, p. 221) point out that prepositions that overtly assign case as
well as a thematic role often head EL Islands in CS. Another explanation for the frequency of
adjunct PPs in the EL is that they are loosely connected to the predicate-argument structure of a
clause and do not interfere with the projection of structure of the ML at the level of the Formulator.

Examples of prepositions that are indirectly elected early SMs or one of the two late SMs,
bridges and outsiders, are illustrated later.

Early system morphemes

As noted previously, early SMs are indirectly elected on their route to surface activation (cf.
Bock and Levelt, 1994). They depend on their directly elected CM heads for information about
their form and meaning. The structure of early SMs varies, but they are called by and occur
with their CM heads. Examples of early SMs include affixes marking noun class and plural
(e.g., Swahili Noun Class 5/6: tundu/ma-tundu ‘hole/holes’ or Noun Class 1/2: m-bwa/wa-bwa
‘dog/dogs’ in Swahili). Other EL early SMs include prepositions elected with their CM verbs.
In example (11), both the verb and the early SM preposition come from the EL. The rest of the
clause is in the ML, Spanish.

11. Bueno ;Por que te hicieron beat up ese?
‘Well, why did they beat you up, man?’
(Pfaff, 1979, p. 297)

In (12), an English EL verb, inflected with Ewe ML TMA late SMs, occurs with its indi-
rectly elected preposition out, an early SM. An English adverb occurs as well. The preposition
out modifies the thematic roles of the subject and the implied object theme.

12. e-dze be wo-a-find out first. ..
3S-be.proper COMP 3.PL-FUT-find out first. ..
‘they have to find out first . . .’

(Amuzu, 2010 p. 160)

In Xhosa-English, EL verbs with prepositional satellites sometimes occur, as in (13), where
an English EL verb is inflected with ML late SMs. The EL early SM preposition over is indi-
rectly elected by take. The directly elected verb take, together with the indirectly elected early
SM over, means ‘become dominant.’

13. ...ama-Xhosa  si-zo-tak-a over
...CL.6-Xhosa we-FUT-take-FV  over
¢ ... the Xhosa, we are going to take over. . .’
(Jake and Myers-Scotton, 2009, p. 215)
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Another example of an English EL verb indirectly electing an early SM preposition is in
(14), where another Bantu language, Shona, is the ML. Shona provides all of the requisite
late SMs in a ‘do’ verb construction. In this example, plural morphology from the ML and EL
occur on /esson. In the following section we discuss morpheme doubling, a characteristic of
some early SMs, such as plural.

14. ...va-no-nok-a ku-it-a catch up mu-ma-lesson-s
...3PL-PRES-be.late-FV  INF-do-FV catchup LOC-CL.6-lesson-PL
‘.. .they are late to do catch up in [their] lessons.’
(Myers-Scotton, 2002, p. 136)

Early SMs have two contrasting features that promote their appearance in contact phe-
nomena, including CS: early availability at the conceptual level and limited morphosyntactic
roles in clause structure. Because early SMs do not determine morphosyntactic structure, like
nonfinite verbs, they seem to add structure at the argument level. However, their contribution
to meaning makes it clear that they are conceptually activated, not elected at the level of the
Formulator. In some sense, this makes them free to appear in contact phenomena.

Double morphology: early SMs

One illustration of the availability of early SMs is ‘double morphology’ (Myers-Scotton, 2002,
pp. 91-93). Double morphology refers to cases of an EL CM occurring with two early SMs
both conveying the same meaning, one from the EL and one from the ML. This example from
Swahili-English CS illustrates double plurality: ma-storie-s has a Swahili class 6 prefix for
plural and an English plural suffix. Morpheme doubling was first discussed in Myers-Scotton
(1993a, 1997, pp. 132-135) as a kind of mistiming, but the 4-M model later differentiated
early SMs from late SMs. Myers-Scotton (2002, p. 92) proposes the Early System Morpheme
hypothesis: ‘Only early system morphemes may double in classic codeswitching.” They have
a special relation with their CMs that would promote doubling. Both early SMs and CMs are
conceptually activated; early SMs are salient at the same level as their CM heads. Thus, they
are ‘available’ if any mistiming is going to occur. Further, early SMs, whether single or double,
do not violate the SMP which covers only one type of late SMs, outsiders.

CS corpora also include examples of double infinitive morphology, as in (15), from Congo
Swahili-French CS. In the subordinate clause, the ML shifts to Swahili. In this clause, the
EL French infinitive is a CM that has indirectly elected the infinitive -er with the verb. It is
inflected with the ML infinitive prefix ku-.

15. siku (h)ile Jetais sur le point  y-a
day CL9.DEM 1S’be.PST at DEFM point CL.9-ASSOC
ku-renvoy-er mon éspose kwa  wa-zzazi wa-ke . . .

INF-return-INF  POSS.1S  wife LOC CL.2-parent CL.2-POSS
‘That day I was on the point of returning my wife to her parents. . .’
(Kamwangamalu, 1987, p. 172)

Similarly, in example (16), there is doubling of nonfinite verb morphology: a
prefix from the ML Acholi and a suffix from the English both mark the verb in the
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second clause as nonfinite. In this example, there is also doubling of the plural:
lu-civilian-s.

16. Bene o-nwongo gi-using  Swahili ka-terrorizing  lu-civilian-s
also  3S-find IMPERF 3PL-using Swahili INF-terrorizing PL-civilian-PL
‘One finds they are using Swabhili to terrorize the civilians.’

(Myers-Scotton, 2002, p. 93)

Late system morphemes: bridges and outsiders

In the 4-M model, there are two types of late SMs. They are accessed similarly in production:
late SMs only become salient when larger grammatical constituents are assembled at the For-
mulator. Both types of late SMs participate in structuring the clause, although their roles are
different. One type, called a ‘bridge’ late SM, joins together two units to create one. ‘Bridge
system morphemes provide hierarchical structure to conceptual structure’ (Jake and Myers-
Scotton, 2009, p. 224). Bridges specify syntactic patterns and dominance, but do not determine
the thematic roles (as in the destruction of the army). In CS, the ML typically provides bridge
SMs. In (17), Acholi, the ML, provides an associative me and other SMs of the grammatical
frame, the locative -i- and the copula tye.

17. Costs me education i private institutions tye high . ..
‘Costs of education in private institutions are high. ..’
(Myers-Scotton, 2005a, p. 9)

Bridges often come from the ML, especially if they coindex the relationship among the
parts being combined into a larger structure. EL bridge SM prepositions occur rarely. An
exception is djal in French-Moroccan Arabic CS (Bentahila and Davies, 1992).

18. walakin ¢a dépend de quel degré de connaissance djal la personne . . .
‘but that depends on the degree of knowledge of the person...’
Moroccan Arabic-French (Bentahila and Davies, 1992, p. 450)

Another type of bridge SM connects clauses that do not otherwise receive a thematic role;
that introduces a sentential complement whose thematic role is not specified by the matrix
clause predicate. Bridges may be semantically empty, but can be pragmatically meaningful.
For example, in (19), que ‘that’ connects two English clauses. In this case, the bridge SM
comes from Spanish, the EL. In discussing such examples, Pfaff and others have remarked
on ‘the solidarity-marking function of using Spanish function words’ (Pfaff, 1979, p. 314).
Myers-Scotton and Jake (2015) discuss CS between clauses in some detail.

19. It goes without saying I think que along with the picketing we are doing a boycott.
(Pfaff, 1979, p. 314)

The main point we make here is that while bridge SMs typically come from the ML, they

can come from the EL under certain circumstances, when they are not coindexed with a super-
ordinate structural category. The key feature of bridges is that they allow another constituent
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to be integrated as a subordinate structure within a larger structure. An NP can be integrated
within another NP, creating a larger, more complex nominal; a clause can be subordinated to a
matrix clause with a bridge SM, if this is not already realized by a directly elected subordinator
CM assigning a thematic role to the complement clause, as was the case in (10), where an EL
CM preposition introduces a subordinate clause.

Outsider late system morphemes

In contrast with bridge SMs, outsider SMs depend on information that is outside of their
immediate maximal projection. They are typically features of the hierarchically superordinate
structure. Outsider SMs index relations holding across phrase and clause boundaries. The
source of such information can be provided by verbs and prepositions and is often indicated
with overt case or agreement.

Like bridge SMs, outsiders are elected when directions are sent to the Formulator to assem-
ble larger constituents; these constituents are checked against requirements of morphemes
elected at the conceptual level. For example, does a verb or a preposition assign dative or
accusative case? Recall (2) from Swiss German-Italian CS, where the German definite deter-
miner also indicates dative case, assigned by the preposition: . . . mit em maiale * . . . with the
pig.” Subject and/or object agreement is called at the level of the Formulator; information at
the superordinate level from conceptually elected morphemes determines their form. Recall
the Swabhili inflections on the English verb in (1): a-li-m-buy-i-a ‘he bought for him.” Some
pronouns are outsider SMs (Jake, 1994). In (12), the Spanish object clitic ze occurs in the ver-
bal agreement complex of the finite verb, not in argument position: fe hicieron beat up ‘they
beat you up.’ It is provided by the ML, Spanish.

When can EL late outsider SMs occur in a bilingual clause? When they are part of an EL
Island. In example (20), a Spanish EL late outsider preposition, the ‘personal’ @, which marks
human or other direct objects with human-like properties, occurs as part of an EL Island, with
an EL borrowing boss.

20. They inviteael  boss and then they don't keep their word
They invite their boss and then they don’t keep their word
(Moyer, 1992, p. 196)

When Spanish is the ML, the personal a typically introduces a mixed constituent, as in
(21), where an EL noun occurs with the ML case-marking preposition a and an ML possessive
pronoun. The EL noun occurs with an EL indirectly elected early SM, plural.

21. Pero tu te refieres
but 2S.SUBJ 2S.0BJ refer.2S.PRES
a tus coworkers . . .
but 2S.SUBJ 2S.0BJ refer.2S.PRES

‘But are you talking about your coworkers. . . ?’
(Jake, Myers-Scotton and Gross, 2002, p. 81)

Both bridge and outsider SMs are the elements referred to by the Differential Access
Hypothesis, noted earlier. Information required to elect late SMs is not available until the
level of the Formulator. Bridges build more complex structures and indicate subordination;
outsiders overtly index the nature of the subordination. Moreover, outsiders are the subset of
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SMs that must come from the ML, as specified by the SMP in classic CS, in line with the MLF
model. Myers-Scotton and Jake (2017) present some empirical evidence that late SMs are not
available at the same abstract level as CMs or early SMs based on asymmetry of morpheme
type. See Section 4, next.

4. Current contributions and research

Thus far, this chapter has largely shown how the 4-M model provides an explanation of pat-
terns and variation in CS data. In this section we employ the 4-M model to explain other types
of contact phenomena, specifically convergence, creole development, and mixed languages.

Variation in morpheme integration depends on how a form is elected; this can vary across
languages, but also within a language. As noted in section 3, a preposition heading an adjunct
phrase can be a directly elected CM, but the same preposition can be an early SM, indirectly
elected by a verb ((look) (up the flagpole) versus (look up) (the answer)). The 4-M model aims
to clarify how lemmas are activated in building structure and how they are called in language
production in two ways, conceptually and structurally. That is, a surface form is not tagged
as a member of a class of morphemes; rather the way a morpheme is activated determines its
classification in that particular grammatical frame, and a given form may be elected via more
than one route, given different linguistic frames.

Patterns in naturally occurring, e.g., conversational, CS data reflect variation in how mor-
phemes are realized and explain certain asymmetries in CS corpora. Here we consider two
cases of asymmetry in the distribution of determiners in NPs in Spanish-English CS and in
Italian-Swiss German CS. In these data sets, one language more frequently provides the deter-
miner. This asymmetry reflects a difference in the level of abstract structure at which the
determiner is elected. Determiners in many languages realize phi-features (person, number,
and/or gender) as well as definiteness. Phi-features may correlate with semantic and pragmatic
features as well.

The asymmetry in Spanish-English CS, with Spanish determiners and Spanish EL islands,
reflects differences in levels of abstract structure (Myers-Scotton and Jake, 2017). In the cor-
pora of determiner phrases studied, Spanish is always the ML; therefore, it is not surprising
that Spanish determiners always dominate in all such phrases. This is the case even when an
English noun occurs following a determiner. A secondary explanation is that in Spanish, phi-
features are available at the abstract level of lexical-conceptual structure. The reason is that
such features, as well as definiteness in determiner phrases, must be available for structuring
other elements in a clause, notably pro-drop and agreement in verb phrases. Also the realiza-
tion of subject and object affixes (late SMs) refers back to the determiner phrase. The way
early SMs are elected in Spanish explains the high frequency of Spanish determiners, but
also the relative absence of English NP EL islands. English determiners and some nominal
elements do not become available until larger constituents become salient at the Formulator.

In CS in another language pair, Italian and Swiss German have determiners which are not
equally available at the lexical-conceptual level. Determiners in both languages carry phi-
features, of course, but German determiners have an extra feature, grammatical case, that is
salient at the level of the Formulator. When Italian is the ML, either Italian or German nouns
occur in full NPs with Italian determiners. Also, full Italian NP EL Islands occur frequently
in clauses framed by a German ML. This is not the case for German nouns in clauses framed
by Italian; full German EL NP Islands are rare. That is, Italian nouns fully specify the forms
of determiners at the lexical-conceptual level. To repeat, while German nouns can occur in
phrases fully specified by the ML, Italian, German determiners with German nouns are hardly
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found at all in such a corpus (Preziosa-Di Quinzio, 1992). This is because German determiners
are not fully specified until the level of the Formulator. Because they must specify grammati-
cal case as well as gender, German determiners, and presumably determiners in other lan-
guages with grammatical case, are infrequent in CS except when such languages are the ML.
Myers-Scotton (2002, pp. 305-306) refers to such elements as multi-morphemic, with the late
SM they include taking precedence. This means the entire element shows distribution patterns
as if it were a single late SM. The ‘drag down’ principle applies.

Convergence

Convergence occurs when abstract morphosyntactic structure from one language contributes
to the structure of another variety. One consequence of the crossing over of features of concep-
tually salient morphemes from one variety into another is that shifts in grammatical structure
in the framing language (ML) can occur. Lemmas underlying these morphemes provide direc-
tions to the Formulator, and this can affect, for example, the valance of a verb or the thematic
roles and predicate-argument structures assigned by a verb. This, in turn, may lead to surface
structures in one language, in which late (ML) SMs reflect directions from the other (EL) vari-
ety. The 4-M model limits which lexical items can have their abstract lemma entries modified
in convergence.

The case of Valle d’Aostan French (VDA French) illustrates convergence of French and
Italian (as well as VDA Patois) that results in a new variety (Sarullo, 1998). There is overt
French-Italian-Patois CS as well; this kind of CS with morphosyntactic convergence is referred
to composite CS (Myers-Scotton, 2006, pp. 271-278). Sarullo (1998) examines how differ-
ent lexical categories show influence from Italian. Some influence is at the lexical-conceptual
level, as is the case of a speaker using faire ‘to do’ instead of suivre ‘to follow’ to describe
taking courses as a student. In Standard French faire indicates teaching, not taking a course,
unlike in Italian, where context disambiguates the meaning.

22. J'ai fait mes courses pour . ..
I’have.PRES.1S do.PP myPL course.PL for...
‘I took my courses for. . .’
(Sarullo, 1998, p. 110)

In other cases, the predicate-argument structure, as well as the lexical-conceptual struc-
ture of a French verb, reflects Italian influence, as is the case of marier ‘to marry.” In (23),
the speaker uses marier as a transitive verb to express a semantically reciprocal relationship.
However, in Standard French, marier is a transitive performative in which an authority marries
people; to express an agentive reciprocal, a passive-like structure with the auxiliary étre ‘to
be,” a reflexive clitic and a prepositional phrase is employed instead: je me suis marié avec elle
‘I got married with/to her’ (Sarullo, 1998, p. 122).

23. ...et moi j'ai marié elle
...and me T’have.PRES.IS marry.PPM.S her
¢...and I, I married her.’

(Sarullo, 1998, p. 121)

In Italian, the verb sposare ‘to marry/get married’ can occur with a full object pronoun (or
preverbal clitic). While the surface forms of (23) are in French, the abstract structure projected
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by an Italian counterpart influences the lexical-conceptual structure and predicate-argument
structure of the VDA French verb. This has consequences for the election of other lemmas
required to realize the speaker’s intentions in (23); the clause in (23) is not a passive-like
structure, requiring étre, but an active transitive structure, electing the auxiliary avoir instead.
There is convergence involving not only the semantics and pragmatics of a CM, but also early
SMs, the auxiliary verbs.

Sarullo (1998) makes the case for similar Italian influence at the abstract level for some
early SMs in VDA French. For example, some VDA French nouns reflect the gender of their
Italian counterparts. In (24), couple occurs with a feminine determiner, like its Italian counter-
part coppia, instead of the Standard French masculine.

24. ...la couple participant . . .
‘... the participating couple. . .’
(Sarullo, 1998, p. 152)

Examples from VDA French illustrate how convergence is different from CS: features
associated with all morpheme types can change, although they are initially activated con-
ceptually. The abstract reconfiguration of CMs in convergence is clear. In addition, the
form of early SMs, such as determiners, reflects the abstract features of the CM elect-
ing them; if the gender of a noun changes in convergence, so does the gender of the
determiner.

The Flensburg area of Schleswig-Holstein, Germany, is another convergence area. His-
torical, political, and social factors have created a context setting with areal features from
South Jutish and Low German, with more dominant Standard German and Danish. Fredsted
(2013) discusses factors that underlie the current linguistic situation and focuses on conver-
gence involving verbs. Some bilinguals in the area exhibit composite CS because there is con-
vergence as well as CS in their speech. One instance of convergence is surface case marking
and verb agreement reflecting the overt ML, but whose form is directed by processes from a
second language.

The example in (25) illustrates composite CS. There is CS because Danish linje ‘line’
occurs in place of German Zeile ‘line’ in a clause otherwise composed of German. There is
convergence because a German experiencer pronoun occurs in nominative case and controls
subject-verb agreement, as would occur in Danish. In Standard German, the experiencer is in
dative and the theme controls subject-verb agreement.

25. Ich fehl-e nur  noch ein-e linje oder so
I lack-1S.PRES only still one-F line or so
‘I lack only just one line or so.’
Standard German: Mir fehlt nur noch eine Zeile oder so.
South Jutish: £ mangle kun en linje eller saan.
(Fredsted, 2013, p. 349)

The 4-M model allows for a more precise definition of convergence because it is based
on a language production model. That is, convergence occurs when late SM features from
one variety are realized in surface forms from another variety. In convergence, the impact of
one language on another is limited to the levels of lexical-conceptual structure and predicate-
argument structure because the morphological realization patterns of late SMs come from the
other language, the ML, German, in the case of (25).
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Fredsted (2013) also provides a convergence example illustrating the converse. The surface
forms in (26) are entirely in Danish, but the Danish verb fejle ‘make mistakes’ occurs as a false
cognate with German fehlen ‘lack,” in place of Danish mangle ‘lack.” In Standard Danish,
both verbs take nominative subjects and direct objects, but in (26), the experiencer subject is
in dative case, illustrating that the convergence situation in the Flensburg area is fluid. Here,
there is convergence of Danish to German at the level of predicate-argument structure and
lexical-conceptual structure. While this convergence structure involves changes in the abstract
features of CMs, it has consequences for late SMs realizing case and agreement.

26. mig fejl-er tre opgave-r
IS.DAT lack/(err)-PL three exercise-PL
‘I/(me) lack three exercises.’

Standard Danish: Jeg mangler tre opgaver
Standard German: Mir fehlen drei Aufgaben
(Fredsted, 2013, p. 349)

Another example of convergence in the Flensburg area involves use of und ‘and” in a
purpose infinitive construction. This reflects influence from South Jutish and Low German,
in which two constructions have merged. In Standard German, the purpose infinitive requires
the prepositional forms um zu ‘in order to’/‘around to.” The infinitive marker zu occurs before
the verb stem or between a separable verbal prefix and the verb, as in auf-zu-back-en ‘up-to-
bake-INF’/‘to freshen’ in the Standard German example provided in (27). In informal spoken
German in the Flensburg area, some speakers use und in place of um zu. Although the purpose
verb remains an infinitive, as in Standard German, the verb is not in final position, as in Stand-
ard German subordinate clauses. Thus, there is convergence toward South Jutish word order
as well as merger of coordinator and subordinator for these speakers in their informal German.

27. Ich bin erst bei und back-en die Brotchen  auf
I am only by and bake-INF DET.PL.ACC roll.PL up
‘I am only by and [to] crisp the rolls up.’ (‘I have just started crisping up the rolls now’)
Standard German: . . . um die Brotchen aufzubacken
(Fredsted, 2013, p. 343)

While all the surface forms in (27) appear to come from German, South Jutish directions
to the Formulator affect the surface realization of word order and the realization of German
late SMs. The German conjunction und would require all verbal conjuncts to be inflected
with similar TMA markers. However, in (27), the second verb is nonfinite, instead of finite,
as would be expected if the verb were conjoined with Standard German und to the finite verb
bin ‘am.’ This is an example of convergence where the abstract features of one variety partly
determine features of the framing language at the level of morphological realization patterns.

One final example further illustrates how CS can lead to convergence and composite CS.
In some varieties of Ecuadorian Quichua, CS with Spanish has consequences for the resulting
grammatical structures. Muysken (1997) discusses examples from Media Lengua; Gémez-
Rendon (2008) discusses borrowing resulting from Spanish-Ecuadorian Quichua contact.
More recently, Lipski (2017) has examined the Imbabura Quichua and Media-Lengua of some
bilingual speakers and argues they are distinct varieties for most bilinguals based on psycho-
linguistic experimental evidence. Example (28) illustrates CS with convergence, or composite
CS (Jake and Myers-Scotton, 2009). The most obvious contributions from Spanish in (28) are
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CMs: a Spanish verb suceder ‘to happen’ and a noun culebra ‘snake.’ In addition, a Spanish
CM subordinator porque ‘because’ occurs. In Quichua, all subordinate clause verbs are nonfi-
nite. However, in (28), the verbs of the complement clause of porque and its complement goal
clause are finite, as they would be in Spanish.

28. cai sucedi-ju-shca [porque cai culebra ri-shca
this happen-PROG-PST because this snake ~ go-3PST
[chai  mai-pi yacu  tiya-n] [causa-ngapacl]]

that ~ where-LOC water exist-3PRES live-PURP.COREF
‘this was happening because the snake went to where there was water in order to live’
(Jake and Myers-Scotton, 2009, pp. 235-236)

In (28), the TMA markers come from the ML, Imbabura Quichua, but the directions to the
Formulator from the conceptually elected subordinator from the EL, Spanish, determine which
TMA markers are suffixed to the Quichua verbs ri-shca ‘(it) went’ and tiya-n ‘(there) is.” This
illustrates composite CS, or CS with convergence. At the surface, late SMs come from the ML,
Quichua, but their form is determined by procedures associated with an EL CM, porque. Thus,
the EL CM is not simply inserted into the ML frame, as it would be in classic CS. Instead, it
contributes to, or changes, the grammatical frame of the bilingual clause, although the EL still
does not contribute any overt late SMs.

Mixed languages

The most radical outcome of language contact is a mixed language. We suggest that CS is the
original mechanism involved in the development of mixed languages, but then convergence
also enters the picture. One can identify implicational evidence of an ML and an EL in mixed
languages, such as in Copper Island Aleut and Romani contact phenomena. The hypothesis
is that the extensive convergence and composite CS leads to an ML turnover, which is then
arrested (Myers-Scotton, 1998, 2002). Thus, there are late SMs from both varieties in a mixed
system.

In Copper Island Aleut, for example, a favourable shift to greater social status for the
Aleut language seems to have occurred: ‘the children may have found them themselves in
a situation where they felt the need for a different language as the means of ensuring their
identity. Russian, their native language, could no longer serve this purpose’ (Vakhtin, 1998,
p- 324). Golovko (1994) implies there are two turnovers, a turnover from Aleut to Russian
that is arrested, while CS is the unmarked choice. However, the turnover to Russian as ML is
arrested due to a realignment of group identity. Russian verbal forms with late SMs are the
evidence of this earlier dominance of Russian. They are the structurally assigned morphemes
that have invaded the Aleut frame signalling an initial turnover to Russian (Myers-Scotton,
2003; Golovko, 1994).

Another example of a mixed language where the turnover is essentially complete is Ma’a, a
language spoken in Tanzania. Ma’a has some Cushitic lexicon but Bantu (Mbugu) syntax. The
hypothesis is that CS with convergence occurred and a Bantu ML structure became increas-
ingly dominant. Some Cushitic vocabulary remains, especially in a variety referred to as Inner
Mbugu, or Ma’a (Mous, 2003; Myers-Scotton, 1998, 2003).

Although CS and convergence is part of the ML turnover process, CS need not lead to a
turnover of the ML. In most cases, classic CS occurs or CS with some convergence. In com-
posite CS, the ML remains. That is, there is a shift of some morphosyntactic features of the
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ML, but not a split of SMs, as in Copper Island Aleut, or a composite grammatical system,
partly attested in Ma’a.

In many contact situations with Romani, there are mixed language structures. In Romani
dialects, the outsider language is the source of much of the morphosyntax. Adamou and Gran-
qvist (2015) discuss examples of finite inflected verbs from Turkish and Finnish in Romani
bilingual clauses. We suggest that this type of Romani language mixing illustrates an early
stage of mixed language formation that has not developed into an independent mixed lan-
guage, owing to changes in the sociopolitical settings.

Pidgin and creole languages

Applying the 4-M model to pidgin and creole languages provides for a more precise expla-
nation of what the lexifier (or superstrate) can contribute. Elsewhere we have discussed the
implications of the 4-M model and the construct of the ML for creole development (Myers-
Scotton, 2001). The main input to the creole frame is the reanalysis of conceptually activated
lexifier morphemes that have the ability to build morphosyntactic structure. We assume cre-
oles develop because speakers in an extreme contact setting lack access to lexifier late SMs
because they are not salient at the level of lexical-conceptual structure. Conceptually salient
morphemes (i.e., CMs and early SMs) from the lexifier are at least partly available and are
reanalyzed to provide the creole with a developing grammatical frame. While substrate varie-
ties cannot provide late SMs, because they are not the putative target language of the creole,
the lexifier also cannot contribute late SMs, except as part of idiomatic chunks or periphrastic
constructions, or if the lexifier form is also accessible conceptually, as in the case of posses-
sive vor in Berbice Dutch (Kouwenberg, 1994), which also occurs as a thematic role-assigning
preposition.

Haitian Creole has developed a robust TMA system created largely from reanalyzed lexifier
CMs. In (29), the phonologically salient part of an accessible preposition in a French peri-
phrastic (étre aprés a) has been reanalyzed as the imperfective in Haitian. The salient semantic
and pragmatic features of aprés provide the desired aspect features, imperfective. Late SMs,
the copula and the infinitive marker, are not accessible and are blocked from reanalysis.

29. Mari ap manje krab le
Mary IMPERF eat crab DET
‘Mary is eating the crab.’

(Lefebvre, 1996, p. 240)

Tok Pisin further illustrates how lexifier conceptually salient morphemes are reanalyzed
in creole development. In (30), two lexifier CM pronouns are reanalyzed to fit the substrate-
based creole frame. Em (him) remains a CM in subject position; ke is reanalyzed as a predi-
cate marker i (used mostly with third person subjects). In addition, sim is also reanalyzed as
a transitive marker -im, occurring on transitive verbs in the same position as transitivizers in
Austronesian Tigak (e.g., vuak-i, ‘break-TZ’).

30. em i bruk-im diwai
3.S PM break-TZ stick
‘He broke/breaks the stick.’
(Jenkins, 2000, p. 134)
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Example (31), also from Tok Pisin, shows early SMs are accessible in creole development;
in addition to the reanalyzed pronoun me, the CM verb sing and the indirectly elected early
SM proposition out realize the creole lexical-conceptual structure. The reanalysis of the verb
is clear from the position of the transitive marker -im. In addition, another lexifier CM, finish,
has been analyzed as a TMA perfective marker pinis.

31. Mi sing-aut-im pinis
I sing-out-TZ PERF
‘I called (out).’
(Jenkins, 2000, p. 136)

Examples (32) and (33) from Mauritian illustrate how the semantic and pragmatic features
of the creole determine how lexifier conceptually salient morphemes are reanalyzed. In (32), a
CM emphatic pronoun plus a determiner-noun (an early SM with a CM) realize a true reflexive
pronoun, occurring in argument position and receiving a thematic role: mo lékorps. In contrast,
in (33), an intransitive verb occurs in place of a pseudo-reflexive construction from the lexifier.
The lexifier pronoun clitic, essentially an agreement marker, is a late SM and not accessible in
creole development. Examples (32) and (33) illustrate how the creole has developed a theta-
role receiving reflexive out of early SMs and a CM, but that non-thematic reflexives are not
constructed.

32. mo va touye mo lékorps
‘T shall kill myself.” (French: se tuer)
(Corne, 1988, p. 88)

33. mo souvini
‘I remember.’ (French: se souvenir)
(Corne, 1988, p. 78)

Lexifiers of some creoles also have bridge SMs, such as weather it. Notably, such lexifier
bridge SMs do not occur in creoles. Instead the argument position is typically filled by a prag-
matically and semantically relevant CM, or reanalyzed early SM plus CM, as in the Haitian
example in (34). Compare the French equivalent, in which a bridge late SM occurs.

34. lapli ap tonbe
rain PROG fall
‘it is raining’
French: il pleut
(Holm, 1988, p. 88)

Other productive areas of analysis of creole structure from the perspective of the 4-M
model include possessive constructions, serial verb constructions, linking subordinators, and
TMA systems. Essentially, only conceptually salient morphemes from the lexifier (or other
prominent varieties) are available for reanalysis to satisfy an abstract grammatical frame. The
prediction is that CM and early SMs from the lexifier can be reanalyzed, but that late SMs
from the lexifier cannot. In addition, while CMs or CMs with early SMs from the substrate can
cross over as borrowings, late SMs cannot.
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5. Summary

This review of the 4-M model and how it applies in the analysis of contact phenomena has
shown that the nature of a particular morpheme type depends on two factors. First, both the
abstract and structural features of morpheme type are critical. Second, and less studied, the
psycholinguistic nature of morpheme types — that is, the abstract level in production at which
a morpheme type is elected — is also critical. Recognizing the roles of these two features of
morphemes enables us to account for the nature of linguistic data in bilingual communities.
This means that, when languages are in contact, the structural nature of code-switching or
other contact phenomena that can occur can be predicted.

Our analysis supports the following hypothesis: Only outsider late SMs from the ML
(under the 4-M model) control structure in CS. Conceptually activated morphemes from any
participating variety can appear in CS and other contact phenomena. What differentiates these
morphemes from late SMs is how they are elected in language production. CMs are directly
elected at the conceptual level, and many of their affixes or modifiers are indirectly elected
at this same level as speaker intentions elect their CM heads. Our hypothesis is that late SMs
are elected via a different route. Thus, they only become salient at the level of the Formulator
where they participate in building larger constituents.

We have argued that the 4-M model makes predictions for the distributions of morpheme
type in other contact phenomena. In some contact phenomena, e.g., convergence and creole
development, restructuring of abstract structure of lemma entries occurs, but only conceptu-
ally elected morphemes are reanalyzed to realize speaker intentions. In convergence, abstract
features of one variety partly determine features of the framing language at the level of mor-
phological realization patterns. In creoles, CMs and early SMs from the lexifier can be reana-
lyzed to create grammatical structure.

6. Further reading

Amuzu, E. (2010). Composite codeswitching in West Africa: The case of Ewe-English codeswitching.
Saarbrucken: Lambert Academic Publishing.
This volume makes a case for composite CS. It recognizes classic CS, in which one language is
called the ML because it supplies all the critical predicate-argument structure in bilingual data. How-
ever, the main argument is that some bilingual data in Ewe-English switching show an ML that is
a composite of abstract grammatical structure from more than one source variety. Amuzu’s study
recognizes that morpheme type is relevant to distinguishing CS with convergence, or composite CS,
from classic CS. While entire morphemes elected at the lexical-conceptual level can occur in CS
relatively freely, when features of those morphemes direct procedures at the level of the Formulator,
there is composite CS.

Fredsted, E. (2013). Multilingualism and longitudinal language contact in the German-Danish border

region. Language Typology and Universals (Sprachtypologie und Universalienforschung), STUF,
66(4), pp. 331-353.
This article considers the structural similarity of neighbouring languages belonging to two different
branches of Germanic languages spoken in the German-Danish border region. They have developed
common features not found in other varieties of Danish and German spoken outside of the cen-
tral area. These features, largely in verb phrases, are the result of contact and/or language shift(s).
Fredsted’s study illustrates that the abstract features of one variety can influence the surface forms
of another variety, but that the actual late SMs are still provided by only one of the participating
varieties.
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Myers-Scotton, C. M. (2003). What lies beneath: split (mixed) languages as contact phenomena. In: Y.

Matras and P. Bakker, eds., The mixed language debate, theoretical and empirical advances, 1st ed.
Berlin: De Gruyter Mouton, pp. 73—106.
This chapter presents an argument that there are very few true split (mixed) languages. Such lan-
guages would have to show ‘systematic evidence that some of the abstract grammatical structure . . .
comes from a source other than the major source of its lexicon” (Myers-Scotton, 2003, p. 73). This
abstract structure refers to what are called late outsider SMs in the 4-M model. These are the ele-
ments that co-index the main CMs in a clause (including subjects and objects), or those which mark
grammatical case. Another way of looking at split (mixed) languages is that ‘split languages show a
composite structure that goes beyond a composite at the level of lexical-conceptual structure’” (Myers-
Scotton, 2003, p. 91). Copper Island Aleut is an example of such a language. The author claims that
there are very few languages meeting these criteria. Instead, there are a number of languages in
bilingual situations that show convergence. Myers-Scotton cites examples from Jake suggesting that
Chaupi Lengua/Media Lengua spoken in Ecuadorian Quichua areas is moving towards a split struc-
ture because of a reduced distribution of some discourse affixes and grammatical morphemes. Chaupi
Language/Media Lengua in an extreme case of composite CS, and not a mixed language, because all
of the overt late SMs come from Quichua in mixed constituents in bilingual clauses.

Myers-Scotton, C. M. (2013). Paying attention to morpheme types: making borrowability more precise.

In: de Féral, C., ed., In and out of Africa, languages in question, 1st ed. Louvain-la-Neuve and Wal-
pole, MA: Peeters Publisher, pp. 31-42.
Myers-Scotton argues that grammatical morphemes as candidates for borrowing depends on both
their surface forms and their abstract nature. This contribution considers the abstract structure of
grammatical elements. Following the 4-M model of morpheme classification (Myers-Scotton and
Jake, 2009, and elsewhere) this article differentiates conceptually activated morphemes from struc-
turally assigned morphemes and argues that only morphemes that are elected at the abstract level of
lexical-conceptual structure are easily borrowed. Myers-Scotton hypothesizes morphemes that are
not salient until the level of the Formulator cannot be borrowed. These are called late SMs under the
4-M model; they co-index the main elements carrying semantics and, in so doing, make transparent
relationships in the clause. Late SMs include morphemes that mark grammatical relations in verb
phrases and grammatical case marking. Such morphemes are not only hard to borrow, but are rarely
borrowed and generally only in exceptional contact conditions.

Wei, L. (2015). Interlanguage, the abstract level of language acquisition. Lewiston, NY and Lampeter,
Wales: Edwin Mellen Press.
This volume goes beyond the description of Interlanguage (IL) to focus on several aspects of the
abstract nature of IL. The author argues that the observable developmental sequences are not simply
the result of cross-linguistic differences or language transfer, but arise from differential election of
morphemes at an abstract level that determines morpheme acquisition, showing that late SMs are least
accurate in IL. Wei shows that because languages in contact do not play equal roles in acquisition and
because not all morphemes are equally accessible to learners, ‘the sources of . . . abstract linguistic
structure that can contribute to IL development are predictably constrained” (Wei, 2015, p. 251). One
important proposal in this volume is the analysis of L2 learner errors in terms of cross-linguistic
variation in lemmas underlying lexical entries in the bilingual or multilingual mental lexicon. Wei
redefines IL transfer as lemma transfer. Another important proposal is that IL should be understood
as a composite developing linguistic system, and it is this composite system which constrains IL per-
formance and governs the IL developmental processes. Essentially, late SMs, especially late outsider
SMs, are acquired last in second language acquisition.

7. Related topics

Bilingual language acquisition, cognitive factors, convergence, creoles, mixed languages
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Abbreviations

1 first person or Bantu noun class for people
2 second person or Bantu noun class (plural)
3 third person or Bantu noun class (singular)
6 Bantu noun class (plural)

8 Bantu noun class (plural)

9 Bantu noun class (singular)
ACC accusative

APPL applied verbal extension
ASSOC associative

CL Bantu noun class

CM content morpheme

COMP complementizer

CONSEC consecutive verb tense
COREF coreference

CS code-switching

DAT dative

DEF definite

DEM demonstrative

DET determiner

EL Embedded Language

F feminine

FUT future

FV final vowel (aspect marker)
IL Interlanguage

IMP imperative

IMPERF imperfective

INDEF indefinite determiner

INF infinitive

LOC locative

M masculine

MANNER manner

ML Matrix Language

MLF Matrix Language Frame
MOP Morpheme Order Principle
NON.PST non-past tense

NP noun phrase

OBJ object

PERF perfective

PL plural

PM predicate marker

POSS possessive

PP past participle

PRES present tense

PROG progressive

PST past

PURP purpose
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S singular

SM system morpheme

SMP System Morpheme Principle
SUBJ subject

SUBJUBCT  subjunctive

TMA Tense, Mood, Aspect

TZ transitivizer

USP Uniform Structure Principal
VDA Valle d’ Aostan
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5

Theoretical approaches to the
grammar of code-switching'

Jeff MacSwan

1. Introduction

Code-switching (CS) is a speech style in which bilinguals move between languages in a single
social context, as illustrated in (1).

1. Mi  hermano bought some ice cream.
‘My brother  bought some ice cream.’

The term first appeared in print in Vogt’s (1954) review of Weinreich’s (1953) Languages
in Contact. However, Einar Haugen claimed to have coined it even earlier at the 1962 Annual
Round Table Meeting on Linguistics and Languages at Georgetown University. In these earli-
est examples, CS is presented as one of several language contact phenomena, leading to the
emergence of a focused CS research literature in the late 1960s and early 1970s (Benson,
2001).

Scholarly efforts to connect with issues of social significance played a role in elevating
CS as a field of research, as social and educational policy began to keenly focus on marginal-
ized and economically disadvantaged groups (Riegelhaupt, 2000). A conventional perspective
at the time on economic disparities was that poor families suffered due to inherent cultural,
intellectual, and linguistic limitations (Raz, 2013), and bilingualism was among the many sus-
pected underlying causes of poverty. Much as Labov (1970), Wolfram (1969), Fasold (1972),
and others had shown through painstaking analysis that the stigmatized language of urban
African-American communities was just as rich and complex as the language of the privileged
classes, CS researchers showed that language mixing reflected deep linguistic competence,
not confusion (Riegelhaupt, 2000; Lipski, 2014). An extensive body of research has now
shown conclusively that bilinguals are exquisitely sensitive to the tacit rules which govern the
interaction of their language systems in CS itself (for summaries, see MacSwan, 2013, 2014,
2016a; Bhatia and Ritchie, 2013).

Despite this consensus, researchers continued to debate about the nature of the underly-
ing rule system. Early CS researchers constructed theories about the underlying system that
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posited CS-specific constraints, echoing contemporaneous research in general syntactic the-
ory; however, later researchers committed to engaging the study of CS in the same way as one
would approach linguistic theory generally, with no CS-specific constraints permitted. These
different points of view reflect a paradigmatic shift in CS research.

2. Historical overview

The constraint-based program

Among the earliest to observe that there are grammatical restrictions on language mixing
were Gumperz and his colleagues (Gumperz, 1967, 1970; Gumperz and Hernandez-Chavez,
1970), Hasselmo (1972), Timm (1975), and Wentz (1977). Timm listed several restrictions on
Spanish-English CS, including, for example, a switch between a subject pronoun and the verb,
as in (2), contrasting in grammaticality with a switch involving a lexical subject, as in (1).

2. *El bought some ice cream.
‘He bought some ice cream.’

Grammaticality effects such as these provided evidence that CS is rule-governed.

CS research conducted in the Aspects area (Chomsky, 1965) soon began offering ‘con-
straints’ like those developed in the contemporaneous syntactic literature to explain these
effects. Chomsky had noted that the transformational component in a hybrid generative-
transformational system had the disadvantage of vastly increasing the expressive power of
the grammar, permitting the formulation of grammatical processes which did not occur in any
language. Chomsky (1964, 1965) and other researchers posited constraints on transforma-
tions which restricted their application to phrase markers. Understood to be part of the gram-
mar itself, this theoretical sense of ‘constraint’ contrasted with the common descriptive sense,
which only implied that a grammatical pattern had been observed.

The idea of a constraint in the theoretical sense appealed to a number of CS researchers,
and was used to articulate grammatical restrictions on CS. For example, Joshi (1985a) pro-
posed the CS-specific constraint in (4).

4. Constraint on Closed-Class Items
Closed-class items (e.g., determiners, quantifiers, prepositions, possessives, Aux, Tense,
helping verbs) cannot be switched.

Like several similar mechanisms, (4) makes explicit reference to (code)switching, which of
course denotes a change from one language to another.

Reference to a language (explicitly or implicitly) in an actual grammatical rule like this is
problematic. A language is a set of expressions defined by a grammar and cannot be a term
in the grammar itself. That is, a grammar G defines a set of expressions L. We cannot insert
L as part of the function G, as L is itself the output of G. Furthermore, constraints so formu-
lated may serve to provide good linguistic description, but they do not provide explanations.
Rather than explaining descriptive restrictions observed in CS data, CS-specific mechanisms
simply note these restrictions within the grammar itself, and one is left still wondering what
general principles of grammar might underlie the descriptions. We might define a CS-specific
constraint, then, as a proposed grammatical mechanism which makes explicit reference to
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(code)switching or language(s), and which is understood to be part of the actual linguistic
competence of a speaker. Historically, CS researchers have consistently offered up CS-specific
constraints, despite a clear and persistent intuition among many that a better theory of CS
would do without them.

Pfaff (1979), for instance, appears to have been the first to consider the question of whether
some mechanism external to either grammar is needed in our account of the facts of CS, con-
cluding that no such device should be required: ‘It is unnecessary to posit a third grammar to
account for the utterances in which the languages are mixed’ (p. 314). Echoing Pfaff, Wool-
ford (1983, p. 522) similarly wrote, ‘There is no need to propose any sort of third, separate
code-switching grammar.’ Lipski (1985, pp. 83—84) similarly observed that ‘preference must
initially be given to modifications of existing grammars. . ., rather than to the formulation of a
special bilingual generative mechanism.’

Other researchers expressed a similar discomfort with the idea that CS was governed
by one or more CS-specific constraints continuing into the 1980s and 1990s, and sought to
address the concern in their work. For example, Di Sciullo, Muysken and Singh’s (1986,
p- 7) influential work on the Government Constraint postulated that CS ‘can be seen as a
rather ordinary case of language use, requiring no specific stipulation.” Clyne (1987, p. 279)
similarly conjectured that CS is ‘governed by the kinds of structural constraints applying to
monolingual performance.’ Belazi, Rubin and Toribio (1994, p. 234) proposed their Func-
tional Head Constraint within the context of a view of CS as ‘constrained solely by Universal
Grammar.” Mahootian (1993), like Pfaff (1979) and Woolford (1983), argued against the
‘third grammar’ approach, claiming in Santorini and Mahootian (1995, p. 4) that ‘codes-
witching sequences are governed by exactly the same principles of phrase structure as mono-
lingual sequences.’

The demise of the constraint-based program

Despite this long-standing intuition among CS researchers that language mixing is not con-
strained by mediating mechanisms or a ‘third grammar,” technological limitations available at
the time made a constraint-free (CF) approach — one which eschews CS-specific mechanisms
in accounting for bilingual data — difficult or impossible to implement. While a few exam-
ples of explicit endorsements of CS-specific constraints may be unearthed (e.g., Joshi, 1985a;
Sankoff, 1998), the overwhelming perspective in the field has been that such mechanisms
ought to be viewed with disdain.

CS researchers tended to take one of three courses in light of this predicament: (1) explic-
itly confront the limitations of the formal mechanism, and reluctantly but explicitly introduce
CS-specific devices (e.g., Sankoff and Poplack, 1981); (2) leave the analytic framework inex-
plicit or inadequately developed so that the issue did not arise (e.g., Woolford, 1983; Mahoot-
ian, 1993); or (3) propose explicit CS-specific mechanisms, and argue that they are vacuously
available in monolingual contexts too (e.g., Di Sciullo, Muysken and Singh, 1986; Belazi,
Rubin and Toribio, 1994; Myers-Scotton, 1993).

Explicitly confronting the formal limitations

One of the most important early contributions to CS was Sankoff and Poplack’s (1981) for-
mal implementation of the Equivalence Constraint. Several researchers had converged on the
notion that CS is controlled by a syntactic equivalence condition (Lipski, 1978; Pfaff, 1979;
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Poplack, 1978, 1981). Poplack (1981) proposed two complementary constraints which are
among the best known:

5. The Equivalence Constraint
Codes will tend to be switched at points where the surface structures of the languages map
onto each other.

6. The Free Morpheme Constraint
A switch may occur at any point in the discourse at which it is possible to make a surface
constituent cut and still retain a free morpheme.

For Poplack, (5) stipulates that CS is allowed within constituents so long as the word order
requirements of both languages are met at surface structure; it predicts that the switch in (7)
is disallowed, because the surface word order of English and Spanish differ with respect to
object pronoun (clitic) placement. The constraint in (6) defines a restriction on affixation in
CS; it disallows (8), where an English stem is used with a Spanish bound morpheme without
phonological integration.

7. *told le, le told, him dije,  dije him
told to-him, to-him I-told, him I-told, 1-told him
(1) told him’

(Poplack, 1981, p. 176)
8. *estoy -eat-iendo
[-am  eat-ing
(Poplack, 1980, p. 586)

Research since Poplack’s initial proposals has found persuasive documentation that her
Equivalence Constraint does not hold up to empirical tests (Stenson, 1990; Lee, 1991; Myers-
Scotton, 1993; Mahootian, 1993; MacSwan, 1999; Chan, 1999; Muysken, 2000). Note, for
example, the contrast in (9) (Belazi, Rubin and Toribio, 1994).

9a. The students habian visto la pelicula italiana
The students had seen the Italian movie

9b. *The student had visto la pelicula italiana
The student had seen the Italian movie

The word order requirements of Spanish and English are alike for these constructions, yet a
switch between the auxiliary and the verb renders the sentence ill-formed in (9b) even though
(5) predicts both examples to be well-formed.

Taken as a descriptive generalization, Poplack’s Free Morpheme Constraint, or observation
of a ban on word-internal CS, has been attested across a wide range of language pairs (Ben-
tahila and Davis, 1983; Berk-Seligson, 1986; Clyne, 1987; MacSwan, 1999). But it has also
been somewhat controversial, with some CS scholars noting counter-examples (Bokamba,
1989; Myers-Scotton, 1993; Nartey, 1982; Chan, 1999; Jake, Myers-Scotton and Gross, 2002).
However, in presenting counter-examples, researchers have often given too little attention to
the specific syntactic and phonological characteristics of the examples cited, making it difficult
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to determine whether they are in fact instances of word-internal CS or cases of (nonce) bor-
rowing, involving phonological integration (Poplack, Wheeler and Westwood, 1989; Sankoft,
Poplack and Vanniarajan, 1990; Poplack and Meechan, 1998; MacSwan, 2004). A reasonable
consensus perspective in the field regarding the basic descriptive facts holds that word-internal
CS is very rare (MacSwan, 2005a, 2005b; Lopez, Alexiadou and Veenstra, 2017). We return
later to this topic as a current area of debate in the field.

Although Sankoff and Poplack (1981) expressed a strong preference for avoiding CS-specific
mechanisms to mediate between the two languages in contact, they nonetheless concluded that
such a mechanism is necessary on empirical grounds. Otherwise, the authors argued, the free
union of Spanish and English phrase structure grammars would yield ill-formed results. For
instance, English places adjectives before nouns (NP — Det Adj N), but Spanish puts them after
(NP — Det N Adj). If a speaker is free to select the Spanish rule and lexically insert English
words, an ill-formed construction may result — for example, a Spanish noun and English adjec-
tive (*the casa white), a licit code-switch, or even English lexical items for all categories (*the
house white). To prevent this, Sankoff and Poplack introduced a superscripting mechanism
(sometimes called a bilingual tag or language tag) which restricted lexical insertion rules so
that the grammar contributing the phrase structure rule would also be the grammar from which
lexical insertion rules were drawn. Hence, under conditions of CS, the Spanish phrase structure
rule would be annotated as in (10), generating (11). The superscripting conventions followed
from heritability conditions, according to the authors, which essentially allowed phrase struc-
ture rules to look ahead and restrict the application of lexical insertion rules.

10. NP — Det Nse» Adjspadi
11. the casa blanca

Sankoff and Poplack do not make explicit the mechanisms for superscript insertion; rather,
they indicate that phrase structure rules are so superscripted when they are selected in the
generation of a CS utterance and are subsequently used to trigger language-specific lexical
insertion rules. An important contribution of their work, however, was to probe the question of
constraints on CS empirically by making their theoretical assumptions about such constraints
explicit.

Leaving the analysis insufficiently explicit

Woolford (1983) emphasized that a theory of CS should avoid CS-specific mechanism. Like
Sankoff and Poplack, she recognized that the rules of lexical insertion must be trained on their
language-specific phrase structure rules. In her proposed system,

Phrase structure rules are drawn freely from both grammars during the construction of
constituent structure trees, but the lexicon of each grammar is limited to filling only those
terminal nodes created by phrase structure rules drawn from the same language. Neverthe-
less, in the event that there are phrase structure rules common to both languages, such rules
belong simultaneously to both languages. Lexical items can be freely drawn from either
language to fill terminal nodes created by phrase structure rules common to both languages.

(1983, p. 535)

Woodford’s system implies that terminal nodes of a language-unique phrase structure rule
(for instance, NP — Det N Adj for Spanish) could only be lexically filled by items from the
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same language (predicting the casa blanca to be ill-formed for Spanish-English, contrary to
the facts). In addition, Woolford does not present the formal mechanism that might be respon-
sible for achieving these results; there is no explanation as to how the unique phrase structure
rules get linked to language-specific lexical insertion rules. By contrast, Sankoff and Poplack’s
(1981) similar work, conducted just prior to Woolford’s, made these issues and their limita-
tions explicit.

Mahootian (1993) proposed what she termed ‘the Null Theory’ of CS, formulated within
the framework of Tree Adjoining Grammars (TAG) originally introduced by Joshi (1985b) for
applications in computational linguistics and natural language processing. TAG differs from
mainstream generative grammar in that the lexical items encode partial tree structures and use
operations of substitution and adjunction to assemble larger trees composed of multiple lexi-
cal items. For example, the verb build is represented in the lexicon along with its projection,
and therefore the branching direction of its complement is lexically specified. A substitution
operation allows a DP a house to integrate with build by substituting the DP (along with its
category label) with the object category label of build, generating build a house along with its
projecting tree structure.

Mahootian focused on the complement relation in phrase structure (see also Pandit, 1990
and Nishimura, 1997), and postulated that (12) accounts for CS phenomenon.

12. The language of a head determines the phrase structure position of its complements in
code-switching just as in monolingual contexts.

Mahootian (1993, p. 152) used a corpus of Farsi-English CS data. In Farsi, objects occur
before the verb (OV), contrasting with basic word order in English (VO). She observed that in
CS contexts the language of the verb determines the placement of the object, as (13) illustrates.

13. Tell them you’ll buy xune- ye jaedid when you sell your own house.
house Poss new
‘Tell them you 11 buy a new house when you sell your own house.’

Mabhootian argued that the TAG formalism provides an advantage for the analysis of CS data;
because structures are encoded in the lexicon, no intervening control mechanism is needed to
align lexical insertion rules with terminal nodes.

Though intended as a general theory of CS, Mahootian’s proposal really concerns the role
of phrase structure in CS. The analysis was restricted to head-complement configurations. Not
only was (12) too narrow in this regard, failing to comment on CS in other domains of syntax,
but it also proved to be insufficiently restrictive with respect to head-complement configura-
tions. Note, for instance, the examples in (1) and (2); although all complements are in the
correct positions assigned by heads, (1) is well-formed but (2) is not. Furthermore, note that in
(9), visto, the complement of habian/had, is in the position assigned by its head, and therefore
adheres to (12), yet (9a) is well-formed and (9b) is not. In (14) (MacSwan, 1999, p. 119), Span-
ish and Nahuatl word order is respected with regard to the placement of the verbal complement
of negation, yet (14a) is ill-formed but (14b) is not.

14a. *No nitekititoc
no ni-tekiti-toc
not 1S-work-DUR
‘I’'m not working’
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14b. Amo estoy trabajando
amo estoy trabaja-ndo
not  be/3Ss work-DUR
‘I’'m not working’

One might argue that these are not complement relations, but rather represent extractions
with landing sites to the left of their apparent complements. Still, this too makes the basic
point: Much more affects grammaticality in CS than the head-complement relation. Like oth-
ers before her, however, Mahootian’s basic intuition was right: A proper theory of CS should
entertain no CS-specific constraints.

Bilingual constraints vacuously available to monolinguals

Di Sciullo, Muysken and Singh (1986) proposed the Government Constraint, which posited
an anti-government condition on CS. Based on (15), a standard definition of government,
they posed (16) as a condition on lexical insertion (where ¢ indexes a category to a language-
particular lexicon).

15. X governs Y if the first node dominating X also dominates Y, where X is a major category
N, V, A, P and no maximal boundary intervenes between X and Y.

16. If X governs Y, ... X ...Y, ...
Di Sciullo, Muysken, and Singh’s intuition was that (16) is an instance of (17), which they
viewed as a common assumption in syntactic theory which is never made explicit.

17. All elements inserted into the phase structure tree of a sentence must be drawn from the
same lexicon.

Based on these assumptions, CS ‘can be seen as a rather ordinary case of language use, requir-
ing no specific stipulation’ (1986, p. 7). In order to permit the head carrying the language
index ¢ to percolate up to its maximal projection, Di Sciullo, Muysken and Singh formalized
a condition on CS in the form of the Government Constraint in (18).

18. Government Constraint
(a) IfL, carrier has index g, then Y™ .
(b) In a maximal projection Y™, the L q carrier is the lexical element that asymmetrically
c-commands the other lexical elements or terminal phrase nodes dominated by Y™ax.

This formalism allows the language of a head to determine the syntax of its maximal projec-
tion and imposes the condition that two categories must be in the same language if the govern-
ment relation holds between them.

Much like Sankoff and Poplack’s (1981) formalism, (18) is intended to trigger language-
specific lexical insertion by identifying nodes within a phrase marker with a specific language
label (called a language index here). Although the authors maintain that the mechanism underly-
ing the language index is vacuously available to monolinguals too, it nonetheless appears to add
few advantages over Sankoff and Poplack’s version. Similarly, as in Woolford (1983), we are not
told how the grammatical system identifies the subset of lexical items comprising each lexicon.
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Importantly, there are also well-known counter-examples to (18). For instance, because
government holds between a verb and its object and between a preposition and its object, (18)
predicts that a verb or preposition must be in the language of its complement. This is shown
to be incorrect by examples in (19), where switches occur in case-marked (hence governed)
positions.

19a. This morning mi hermano y yo fuimos a comprar some milk
‘This morning my brother and I went to buy some milk.’
(Belazi, Rubin and Toribio, 1994, p. 222)

19b. Mi hermana kitlasojtla in Juan (Spanish-Nahuatl)
mi hermana 0-ki-tlasojtla in Juan
my sister 3S-30s-love IN Juan
‘My sister loves Juan.’
(MacSwan, 2013, p. 323)

See Halmari (1997) for further discussion of the Government Constraint.

Belazi, Rubin and Toribio (1994) proposed the Functional Head Constraint (FHC) drawing
on Abney’s (1987) work on functional heads. According to Abney (1987), functional heads
were responsible for selecting complements with specific feature matrices. For example, for
is a C® with a feature specification requiring its complement to be [-Tense]. Belazi, Rubin and
Toribio developed the FHC, given in (20), as an intended refinement of Abney’s (1987) theory,
and viewed it as vacuously available to monolinguals and bilinguals both.

20. The Functional Head Constraint
The language feature of the complement f-selected by a functional head, like all other
relevant features, must match the corresponding feature of that functional head.

By language feature, the authors had in mind a label identifying the language from which an
item was contributed, such as [+Spanish] or [+English]. If the features do not agree (a Spanish
functional head with an English complement, for example), then the code-switch is blocked.
Since (20) applies only to complements selected by functional heads, switches involving lexi-
cal heads are not constrained.

Mabhootian (1993) and Muysken (2000) argued that the FHC was a further elaboration
of the Government Constraint, in that it identified an independently motivated principle of
grammar but incorporated language-specific identifiers (for the government constraint, a
language index; for the FHC, a language feature). Belazi, Rubin, and Toribio, like Di Sci-
ullo, Muysken and Singh (1986), maintained that the FHC does not constitute a CS-specific
constraint. However, because the FHC, like related proposals before it, posited a language
identifier as a component of the grammar itself, the FHC must also be seen as a CS-specific
constraint.

There are also empirical counter-examples to Belazi, Rubin, and Toribio’s FHC. In (21), for
instance, Mahootian (1993, p. 32) documents a Farsi complementizer, which is a functional
head, with a sentential complement; (22) present a switch at the same boundary in French-
Italian CS (Di Sciullo, Muysken and Singh, 1986, p. 15).

21. Anyway, I figured ke if I worked hard enough, I’d finish in the summer
‘Anyway, I figured that if I worked hard enough, I’d finish in the summer.’
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22. No, parce que hanno donné des cours
no, because have given of the lectures
‘No, because they have given the lectures.’

See Mahootian (1993), MacSwan (1999, 2013), and Muysken (2000) for additional
discussion.

Finally, we turn to a class of CB proposals built around Levelt’s (1989) Speaking model.
Although similar proposals surfaced independently (de Bot, 1992; Azuma, 1991, 1993), Myers-
Scotton’s (1993) Matrix Language Frame (MLF) Model has stood out as the most influential per-
formance-based CS account. The MLF model differentiates the languages involved in CS as the
matrix language (ML) and the embedded language (EL). According to this approach, the matrix
language defines the surface structure positions for content words and functional elements. It is
the current dominant model among CB approaches to CS (Wardhaugh and Fuller, 2014).

The MLF model includes two primary principles which serve as constraints — the Mor-
pheme Order Principle, which requires that morphemes within a bilingual constituent follow
the order prescribed by the ML, and the System Morpheme Principle, which states that all
‘system morphemes’ — defined as morphemes which have grammatical relations with other
constituents outside their maximal projections — come from the ML in any CS construction.
From a theoretical point of view, we see that we immediately encounter the same difficulties
as in some other approaches: The grammatical principles responsible for defining the distribu-
tion of CS explicitly reference language identifiers, and are therefore CS-specific constraints.

Myers-Scotton (1993) originally defined the ML as the language contributing the majority
of the morphemes in an utterance, claiming that the ML ‘may change across time, and even
within a conversation’ (p. 69). Critics expressed concern over the vagueness of this definition
(Muysken and de Rooij, 1995; Bentahila, 1995; MacSwan, 1999, 2000, 2005a; Muysken,
2000), leading Jake, Myers-Scotton and Gross (2002, p. 73) to propose the Uniform Struc-
ture Principle, which offered a more structurally oriented definition: ‘The ML may change
within successive CPs, even within a multi-clausal sentence, but we stress that the ML does
not change within a single bilingual CP.” Put differently, with a single CP single CP, all gram-
matical morphemes must come from one language only (System Morpheme Principle), and
the language contributing the grammatical morphemes must define the surface order of the
utterance (Morpheme Order Principle). Jake, Myers-Scotton and Gross (2002, p. 88) further-
more stressed that the ML/EL distinction is universal, existing ‘in monolingual language as
well as bilingual language.’

Myers-Scotton and colleagues further contended that an ‘EL island’ may occur below the
CP where they ‘are not inflected with ML system morphemes, although they occur in posi-
tions projected by the ML, following the Morpheme Order Principle’ (Jake, Myers-Scotton
and Gross, 2002, p. 77). That is, EL islands are essentially lawful violations of the System
Morpheme Principle because they contain grammatical morphemes that are not in the ML,
but an EL island must be a maximal projection and must remain true to the Morpheme Order
Principle.

Like most other proposed constraints before it, the System Morpheme Principle does not
hold up to empirical tests. Consider, for example, the French-Italian data in (23) and (24),
reported in Di Sciullo, Muysken and Singh (1986, p. 15).

23. No, parce que hanno donné des cours
no, because have given of the lectures

‘No, because they have given the lectures.’
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24. Oui, alors j’ai dit que si potev aller comme ¢a
yes so I have said that rReF could walk like that
“Yes, so I said that we could go like that.’

Note that in both cases a switch occurs between an auxiliary or modal and its complement. Because
these forms have grammatical relations with other lexical heads within the structure, they meet the
MLF model’s definition of a system morpheme. Yet, contrary to the requirements of the System Mor-
pheme Principle, each utterance involves system morphemes from different languages below the CP.

To rescue the MLF model, one might argue that [donné des cours] in (23) is an EL island,
projected as a VP complement of the auxiliary, and that (24) similarly involves an EL island
[aller comme ¢a], an IP complement of the modal. However, note that the examples in (23)-(24)
contrast with Spanish-English data in (9) where a switch between an auxiliary and a participle is
ill-formed. The construction in (9b) is eligible for the same structural analysis as (23), in which
an EL island is hypothesized, yet it is ill-formed, contrary to the predictions of the MLF model.

In addition, consider the Spanish-Nahuatl examples in (14). Notice that Spanish negation
(no) does not tolerate a Nahuatl complement, while Nahuatl negation (amo) permits a Spanish
complement. Both the agreement morphology on the verbs and negation count as system mor-
phemes since they enter into grammatical relations with other morphemes (in the less obvious
case of negation, it c-commands a negative polarity item and may form a syntactic clitic with
its verb). Hence, according to the System Morpheme Hypothesis, both (14a) and (14b) should
be ill-formed because system morphemes are mixed below the CP, yet this is not so.

Myers-Scotton and colleagues might argue that NegP is an EL Island in (14a) but not in (14b), but
with no independent evidence of the status of islands these claims appear to be mere ad hoc ration-
alizations. Jake, Myers-Scotton and Gross (2002, p. 76) furthermore allow ‘internal EL islands,’
defined as ‘a constituent in the EL made up of EL morphemes following EL morpheme order, but
smaller than a maximal projection.” In other words, not only can maximal projections be ‘islands,’
but structural units smaller than EL islands can too — sanctioning essentially any and all CS exam-
ples. Grammatical constraints, including proposed CS constraints, cannot be selectively applied;
that is, one cannot reasonably claim that negation is an island, immune to the System Morpheme
Principle in (14b) but not in (14a). Rather, once created, these mechanisms operate in all cases, and
as such the MLF model creates a universe of expectations where essentially all CS is well-formed,
contrary to the facts. (For further discussion of the MLF model, see MacSwan, 2005a, 2005b).

The history of CS reveals a common intuition among researchers that theories about CS
should be free of CS-specific constraints. Sankoff and Poplack (1981) noted complications
associated with the free union of two phrase structure grammars, then reluctantly introduced a
CS-specific tagging mechanism to account for their CS data. Others did not address the issue
and formal problems directly, while some researchers behind other proposed CS-specific con-
straints argued that the mechanisms applied to monolinguals as well as bilinguals. While some
researchers (e.g., Woolford, 1983; Mahootian, 1993) claimed to have successfully imple-
mented a CF approach, a closer look revealed that the proposed theoretical apparatus lacked
adequate detail or was too narrow in scope to achieve that goal.

3. Critical issues and topics

The constraint-free program

A persistent challenge associated with developing a constraint-free (CF) approach to CS
has been the Problem of Lexical Alignment. In a bilingual grammar, if the system makes
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commitments to word order before inserting lexical items (LIs), then it will invariably per-
mit the structure of either language regardless of how the terminal nodes are lexically filled,
generating illicit switches such as *the casa white as well as unacceptable word order for
the languages under analysis (*house white, *blanca casa). Preventing this result has moti-
vated researchers working within the context of late lexical insertion models to rely on ad hoc
mechanisms to bar lexical insertion in such cases. We noted that Sankoff and Poplack (1981)
aligned phrase structure rules with lexical insertion rules by positing a language tag, and
Di Sciullo, Muysken and Singh (1986) used a language index to similar effect. The FHC and
MLF model also use language identifiers as primitives.

An advantage of early lexical insertion models for CS research is that the Problem of Lexi-
cal Alignment never arises. Chomsky’s (1995) Minimalist Program (MP), which Chametzky
(2003) described as a ‘lexical entry driven’ approach to syntax, draws items from the lexicon
at the onset of syntactic generation and builds structure upward based on the abstract prop-
erties encoded in each lexical item (LI). In the MP there are two components of grammar:
C,.. a computational system for human language, generally believed to be invariant across
languages; and a Lexicon, where parameters of linguistic variation are encoded as lexical fea-
tures. An operation called Select picks LIs from the lexicon and introduces them into a Lexical
Array (LA), a finite subset of the lexicon used to construct a derivation. Merge takes items
from the LA and forms new, hierarchically arranged syntactic objects. Movement operations
(Internal Merge) apply to syntactic objects formed by Merge to re-arrange elements within
a tree (Chomsky, 1995, 2000). Phrase structure trees are thus built by the application of the
operations Select and Merge. At a certain point in the derivation, an operation called Spell-Out
applies to strip away from the derivation those elements relevant only to Phonetic Form (PF)
or PHON(ology), prepared for articulation; what remains is mapped to Logical Form (LF) or
SEM(antics) by further application of Merge.

An LI may be of two types: lexical, with substantive content, or functional, without sub-
stantive content. Each L1 is a feature set. Chomsky (1995, p. 54) catalogued four specific kinds
of features encoded in Lls:

25. a. Categorial features (N, V,A,P, T, C, . ..)
b. Grammatical features (¢-features, case, . . . .)
c. Inherent semantic and syntactic features
d. A phonological feature matrix

Note that (25a—c) are largely universal in nature but vary cross-linguistically to some measure.
While all languages appear to share substantially the same set of substantive categories such
as N, V, and A, languages may vary with regard to the value functional categories assign to
grammatical features — some languages have no gender marking, some have two, others three;
some have a two-way distinction for number, others a three-way, and still others have none.
Perhaps varying most dramatically, phonological matrices (features of type (25d)) of LIs differ
substantially cross-linguistically, and so do the respective phonological components responsi-
ble for mapping the structure to PF, readying it to be handed over to the articulatory-perceptual
interface.

A bilingual grammar has the special challenge of representing potentially conflicting
requirements in a single system. For instance, a Farsi-English bilingual will use Farsi OV
word order with a Farsi verb, even if the object is English, and English VO word order with
an English verb, even if the object is Farsi. Despite these contradictory requirements for Farsi
and English, bilinguals expertly navigate the two systems, never deviating from these patterns.
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To capture these facts, the architecture of a bilingual grammar must have the capacity to rep-
resent linguistic diversity in a way that captures the structure of each language separately and
in interaction.

In a lexically driven approach to syntax like the MP, in which language-particular aspects
of grammar are represented in the Lexicon, the natural candidate for discrete representation
is of course the Lexicon. Features such as (25) pertain to the full range of LIs in a given
language. While there are idiosyncrasies, no English noun has grammatical gender, and all
Italian nouns do; German overtly marks accusative case on Ns, but Spanish does not. Clicks
may be part of an LI’s phonological matrix in Xhosa, but not in Romanian. When new items
are added to our mental Lexicon, we do not acquire these specific characteristics anew;
rather, new items take on these language-particular characteristics as a matter of course.
This fact suggests that principles of word formation are at work in generating the language-
particular characteristics of features such as (25). In the case of a bilingual, very different
sets of LIs are generated with distinct feature sets, and these feature sets have distinct effects
on syntactic structure. The distinct sets of LIs generated by the different sets of rules of word
formation may be described as the discrete Lexicons associated with each language in a
bilingual’s repertoire. Hence, discrete Lexicons present organically as a result of the nature
of mechanisms which generalize the language-particular properties associated with the ele-
ments in (25).

Moreover, not only are the phonological matrices and other features in (25) discrete for
these reasons, but so are the phonological processes. Phonologists capture cross-linguistic
variation in terms of differences in the rankings associated with phonological rules, called
constraints in Optimality Theory (OT). As Prince and Smolensky (1993, p. 3) explained,

OT hypothesizes that constraints are prioritized with respect to each other on a language-
specific basis. If a constraint A is prioritized above B, we will write A>>B and say that
A is ranked above or dominates B. A ranking of the constraint set — a constraint domi-
nance hierarchy — allows the entire set to evaluate alternatives.

Since language-particular phonologies differ with respect to their internal rankings, it follows
that bilinguals will have discrete phonological systems, each with a distinct ranked order of
constraints. If the systems were combined as one, as in a single model, the distinct rank-
ings would not be preserved, and the phonological processes would not modify structure as
expected. More concretely, building on Prince and Smolensky’s explanation, if A>>B and
B>>A are both part of a speaker’s phonology, then a ranking paradox emerges, and A would
have no priority relative to B. To avoid the paradox, the human language faculty organizes two
discrete systems, one corresponding to the phonological requirements of each language. For
the language faculty, these are just different constraint dominance hierarchies defined by their
abstract properties.

Consider an illustration. Spanish /b, d, g/ are usually realized as stops when following
another stop, a pause, or /I/ in the case of /d/ (e.g., cuando [kwando] ‘when,’ fengo [tengo]
‘I have’) but as continuants in intervocalic contexts (e.g., hada [ada] ‘fairy,” haga [auja] ‘do-
subj.3sg’) (Lipski, 1994). English does not have this distribution. This difference is represented
phonologically by ranking Spanish stricture agreement higher than it is ranked in English, ren-
dering the constraint ranking Agree(stricture) >> Ident-10(continuant), Ident-I0(sonorant)
for Spanish and Identity-10(continuant), Ident-IO(sonorant) >> Agree(stricture) for English.

In MacSwan and Colina (2014), we empirically evaluated the theory that phonological
systems are discretely represented for Spanish-English bilinguals using this specific potential
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conflict. In one experiment, we tested whether Spanish intervocalic approximant allophones
of /b, d, g/ would occur in CS contexts when situated between a Spanish vowel and an English
vowel at word boundaries (e.g., Hablamos de mi ghost vesterday). The goal was to discover
whether Spanish-English bilinguals (N = 5, adult simultaneous bilingual Arizonans) would
allow a Spanish phonological process to modify English word structure (in the example, /g/
in ghost). A second experiment examined whether an English segment could trigger a Spanish
phonological process (/s/-voicing) to modify a Spanish word (e.g., mis ghosts). The results of
a phonetic analysis showed that our bilingual participants switched seamlessly and effortlessly
at language boundaries but maintained separation of their phonological systems; participants
applied the Spanish phonological processes exclusively to Spanish segments, even in a bilin-
gual triggering environment.

The PF Interface Condition (MacSwan, 2009; MacSwan and Colina, 2014), building on the
PF Disjunction Theorem (MacSwan, 1999, 2000), captures this restriction as an epiphenom-
enon, or emergent property of the linguistic system:

26. PF Interface Condition (PFIC)

i.  Phonological input is mapped to the output in one step with no intermediate
representations.

ii. Each set of internally ranked constraints is a constraint dominance hierarchy, and a
language-particular phonology is a set of constraint dominance hierarchies.

iii. Bilinguals have a separately encapsulated phonological system for each language in
their repertoire in order to avoid ranking paradoxes, which result from the availabil-
ity of distinct constraint dominance hierarchies with conflicting priorities.

iv. Every syntactic head must be phonologically parsed at Spell-Out.

v.  Therefore, the boundary between heads (words) represents the minimal opportunity
for code-switching.

With these considerations in mind, Figure 5.1 (MacSwan, 2016a) represents the architec-
ture of a bilingual grammar, where the phonological component is understood to operate dis-
cretely in the manner indicated by the PFIC. The model posited here provides a framework for
a CF approach to CS.

This system handles the ban on word-internal switching effortlessly since the PFIC implies
that bilinguals have separately encapsulated phonological systems, and every syntactic head
must be phonologically parsed in one fell swoop. It therefore subsumes the Free Morpheme
Constraint in (6) and accounts for data such as (8) and does so without stipulating CS-specific
constraints. Also see Wang (2017), Bessett (2017), and Stefanich and Amaro (2018).

However, perhaps more importantly, it has consequences for numerous syntactic phe-
nomena involving head movement, or the merger of syntactic heads, since every head, even
complex heads, must be parsed as single objects by the phonological system. Consider once
again the contrast noted in (14), where we observed an asymmetrical switch in which Spanish
negation would not tolerate a Nahuatl verb, but Nahuatl negation would allow a Spanish verb.
Zagona (1988) observed that Spanish no functions as a syntactic clitic and forms part of the
Spanish verbal complex as a result of head merger. To make a case for this analysis, she points
out that Spanish no must be fronted with the verb in (27), unlike the adverb in (28).

27. (Qué no dijo Juan?
what not say/1Ss/PAST Juan
‘What didn’t Juan say?’
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Lexicon Lexicon
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Lexical Phonology) Lexical Phonology)
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(Multiple) Spell-Out

Phonological Covert
Component Component
PF (PHON) LF (SEM)

Figure 5.1 A minimalist model of bilingual code-switching

28. *;Qué solo leyo Juan?
what only read/1Ss/PAST Juan
‘What did Juan only read?’

Zagona further observed that Spanish no cannot be contrastively stressed in (29a) as its
English counterpart in (29b) can be, owing to the fact that clitics are inherently unstressable.
Based on these and other facts, Zagona concluded that while negation cliticized or merged
with the verb in Spanish, it did not do so in English.
29a. *Juan no ha no hecho la tarea

Juan not has not done the task
‘Juan hasn’t not done the task.’
29b. Juan hasn’t not done the task

Nahuatl patterns with English in this regard, indicating that negation in Nahuatl is not a clitic:

29¢. Amo nio amo niktati nowelti
amo ni-o amo ni-k-tati no-welti
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not 1S-go amo 1S-30s-see my-sister
‘I’'m not going to not see my sister.’

Returning now to the CS data in (14), observe that cases involving Spanish negation are ill-
formed, but those involving Nahuatl negation are not. This is precisely the outcome expected
given the PFIC in (26): Different phonological systems cannot be simultaneously invoked to
parse a single (complex) head, causing the derivation in (14a) to crash. For other examples of
CS in head movement contexts, see MacSwan (2009, 2013).

Finally, we return to (13), an example of CS between Farsi, an OV language, and English, a
VO language. Mahootian (1993) observed that the language of the verb determines word order in
these cases: If the verb is English, VO order results, regardless of the language of the object; if the
verb is Farsi, OV order results, regardless of the language of the object. This CS pattern has been
observed across a wide range of OV-VO language pairs (see MacSwan, 2009 for discussion).

OV and VO languages differ with respect to properties of little v. In OV languages, v
probes the object, triggering movement into its specifier position, but in VO-languages v does
not. Besides this, in both OV and VO contexts, V syntactically merges with v as it raises to T
to value its features. This complex head, T+v+V, must be phonologically parsed as a single
unit in one fell swoop, guaranteeing that in a mixed-language expression all three compo-
nents will be of the same language, as implied by the PFIC. As a result, the language of the
verb is associated with the language of v and its abstract features; hence, the language of the
verb will determine the position of the object. No similar conditions apply to the DP object,
which raises to the specifier position of v in OV languages. In this way, we predict that in CS
contexts the language of the verb will determine the position of the object, regardless of its
language. Numerous other sample derivations could be offered, available in MacSwan (2013,
2016a, 2016b), Cantone and Miiller (2005, 2008), van Dulm (2007, 2009), van Gelderen and
MacSwan (2008), Cantone and MacSwan (2009), Sanchez (2012), Finer (2014), MacSwan
and Colina (2014), Milian (2014), Moro Quintanilla (2014), Di Sciullo (2014), Toribio and
Gonzalez-Vilbazo (2014), and Giancaspro (2015), among others.

In this way the CF approach to CS research derives the facts of language mixing from inde-
pendently motivated properties of grammar, using the same tools of linguistic analysis as used
by linguists working on theories of I-language generally. Departing from the CB tradition, it
eschews any proposed principle which identifies languages as primitives of the grammatical
system, directly or indirectly (by reference to (code)switching, switch points, language fea-
ture, tag, or index, or any similar concept).

4. Current contributions and research

A bilingual grammar is an integrated system which internally includes shared and discrete
systems; syntax and semantics are generally shared systems across a bilingual’s two language
systems, with language-particular details specified in the morphology and phonology. Accord-
ingly, two recent topics of research in CS have focused on (1) the nature of bilingual morphol-
ogy, exploring non-lexicalist approaches to CS, and (2) word internal CS, which touches on
the nature of bilingual phonology.

Non-lexicalist approaches to code-switching

Distributed Morphology (DM) was introduced in Halle and Marantz (1993), about the same
time that the classical version of the Minimalist Program (MP) was emerging (Chomsky,
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1995); while DM focused on the nature of word formation and the MP on the nature of syntax,
both included critical assumptions the morphology-syntax interface and the timing of lexical
insertion. The MP was explicitly lexicalist, calling upon lexically encoded features to drive
syntactic derivations, whereas DM called for late lexical insertion in much the same way as
earlier generativist theories had done. The leading aim of DM is to eliminate morphology as
a dedicated component of grammar responsible for word formation, and to instead entertain
a single morphosyntax which assembles all complex objects, whether they are sub-word ele-
ments or phrasal elements.

DM has attracted considerable interest among CS researchers as a tool for the analysis
of bilingual data. Examples include Gonzalez-Vilbazo and Lopez (2011, 2012), Pierantozzi
(2012), Bandi-Rao and den Dikken (2014), Grimstad, Lohndal and Afarli (2014), Lillo-Martin,
Miiller and Chen Pichler (2016). Lopez, Alexiadou and Veenstra (2017), Riksem, Grimstad,
Lohndal and Afarli (2019), and Grimstad et al. (2018), among others. These researchers are
committed to a CF approach, but seek to develop it using DM as an analytic framework. The
Problem of Lexical Alignment under a CF approach is as much of a challenge for DM-oriented
researchers as it has been throughout the history of the field of CS: Once the syntax has made
specific commitments to word order, aligning lexical items to prevent ill-formed constructions
(e.g., *the house white, *the house new you’ll buy) requires a rich feature specification that
sufficiently distinguishes between competing items from the languages under analysis, put-
ting pressure on the analyst to add otherwise unnecessary complexity to the feature matrix.
DM-style CS research has made some progress in attending to this historic concern; see, for
example, recent work by Grimstad, Riksem, Lohndal and Afarli (2018). Whether CS data are
better analyzed within a DM or lexicalist framework is a current topic of debate in the field.
(See MacSwan, 2016b for further remarks.)

Word-internal code-switching

Another current topic of interest in the CS literature is word-internal switching. As previously
noted, Poplack first codified the ban on word-internal switching as part of her Poplack’s Free
Morpheme Constraint. In the CB era of CS research, when scholars typically offered counter-
examples to constraints while proposing succeeding CS-specific constraints, some offered
apparent counter-examples (Bokamba, 1989; Myers-Scotton, 1993; Nartey, 1982; Chan, 1999;
Jake, Myers-Scotton and Gross, 2002) while others offered confirmation (Bentahila and Davis,
1983; Berk-Seligson, 1986; Clyne, 1987). MacSwan accepted the Free Morpheme Constraint
and general ban on word-internal CS as a descriptive generalization, and offered the PF Dis-
junction Theorem (MacSwan, 1999), later termed the PF Interface Condition (MacSwan,
2009), as a CF solution.

A debate about word-internal CS has re-emerged in the context of lexicalist and non-
lexicalist CF approaches to CS, with advocates of non-lexicalist (DM) schools of thought
frequently exploring treatments which sanction (at least some) word-internal CS. As noted, we
know that world-internal CS is very rare and might be an illusion where it has been attested
(MacSwan, 2005a). The appropriate empirical question is not whether it exists, but where it
exists; the appropriate theoretical question is how its distribution may be explained.

To date, empirical research on word-internal CS has been very messy, with scholars often
accepting orthographic transcriptions of CS as equivalent to transcriptions of phonetic detail.
One cannot reliably extract instances of word-internal CS from corpora which were not tran-
scribed with phonetic detail, as these may in fact be instances of (nonce) borrowing, which
involve phonological integration. Further research on word-internal CS should seek to discover
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theoretically significant differences in the distribution of empirically well-documented word-
internal CS.

5. Future directions

A strong consensus in the field of CS, nearly since its inception, has been that a good theory
of CS, minimally, is one that would not appeal to a ‘third grammar’ (Pfaff, 1979; Mahootian,
1993) or a CS-specific device to regulate the interaction of the two systems. The MP provides
a framework which permits us to abandon the quest for constraints on CS and engage in the
linguistic analysis of mixed-language utterances in the same way in which we engage in the
analysis of I-language generally. This research program has enhanced our understanding of
the nature of bilingualism, CS, and the architecture of the bilingual language faculty. It has
permitted us to move beyond traditional battles over which proposed CS-specific constraint is
accurate and which is not, calling upon us to examine CS in the context of specific construc-
tions, operations, and grammatical features, paying close attention to the feature compositions
of the specific language pairs under analysis.

The goal, as the field continues on its present course, is to propose increasingly better
theories about the nature of the bilingual language faculty as a reflection of the facts of CS,
informing the fields of bilingualism, language contact, and general linguistics, focusing nar-
rowly on the nature of the relationship between language-general systems, such as syntax and
semantics, and language-specific systems, such as morphology and phonology.

6. Further reading

Bullock, B. E. and Toribio, A. J., eds. (2009). The Cambridge Handbook of linguistic code-switching.
Cambridge: Cambridge University Press.
This handbook provides a wide-ranging survey of the code-switching literature.
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